Hydrogen Tunneling Links Protein Dynamics to Enzyme Catalysis
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Abstract

The relationship between protein dynamics and function is a subject of considerable contemporary interest. Although protein motions are frequently observed during ligand binding and release steps, the contribution of protein motions to the catalysis of bond making/breaking processes is more difficult to probe and verify. Here, we show how the quantum mechanical hydrogen tunneling associated with enzymatic C–H bond cleavage provides a unique window into the necessity of protein dynamics for achieving optimal catalysis. Experimental findings support a hierarchy of thermodynamically equilibrated motions that control the H-donor and -acceptor distance and active-site electrostatics, creating an ensemble of conformations suitable for H-tunneling. A possible extension of this view to methyl transfer and other catalyzed reactions is also presented. The impact of understanding these dynamics on the conceptual framework for enzyme activity, inhibitor/drug design, and biomimetic catalyst design is likely to be substantial.
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INTRODUCTION

Rarely can the trajectory of a scientific discipline be traced to an anecdotal comment by an eminent researcher. This appears to be the case for enzymology, following Linus Pauling’s proposal that the enormous rate accelerations achieved by enzymes might arise from a preferential binding interaction between an enzyme and its substrate at the activated complex, commonly referred to as enhanced transition-state (TS) binding (1). This concept is the standard textbook explanation for the origin of enzyme catalysis and played a central role in enzyme-targeted drug design for several decades.
With the availability of many X-ray structures for enzymes and other proteins, examining protein-ligand interactions in great detail has been possible. This has raised the question of how the small changes in bond lengths, angles, and charges that are anticipated upon formation of a TS could account for the requisite differentiation in binding between the ground state and TS. An upper limit of $10^{25}$-fold has been estimated from experimental rate differences between enzymatic and solution reactions, and the true limit may be much higher (2). As an important test of the enhanced TS stabilization explanation, catalytic antibodies were generated in response to small, stable molecules designed to resemble the activated complex. Testing of these antibodies for activity with the corresponding substrate(s) generally led to fairly small rate enhancements relative to the corresponding reaction in solution. The reasons for this observation are complex: imperfect TS analogs used as haptens and the absence of sufficient active-site functional groups, together with an inflexible protein-fold architecture that is not well suited to catalysis (3). An apparent limiting component in the catalytic antibody design strategy was a focus on a rigid TS structure and omission of the dynamics needed to reach that state. The latter feature (i.e., the link of protein dynamics to function) has emerged as a central issue in enzymology. The resulting viewpoints regarding the role of protein dynamics are not yet universally agreed upon, although there is growing consensus about the key concepts.

Major distinguishing features of enzymes are their need to bring substrates from the solution to the active site and their need to release their final products to the bulk solvent while catalyzing chemical transformation. This implies two types of flexibility. The first enables the enzyme to accommodate a range of bound species (reactant, intermediates, TSs, and product), and the second is the conformational adjustments that bring new functional groups into the active site (such as loop closures subsequent to entry of the substrate into the active site) (4–6). There has been considerable discussion in the recent literature that focuses attention on conformational selection by substrates upon binding (7, 8), in contrast to the earlier proposal of induced fit, in which new conformational states are achieved only after binding (9, 10). Conformational selection implies a conformational landscape whose equilibrium position is shifted upon ligand binding. As increasingly emphasized, the role of conformational selection does not stop at the level of formation of the enzyme-substrate complex (E-S) but continues throughout the catalytic cycle, with only some fraction of protein conformers achieving substates that are optimal for the bond making and breaking steps of catalysis. One of the major challenges has been to obtain experimental evidence that demonstrates a link between such conformational sampling and enzymatic bond cleavage events. In this context, the study of H-tunneling has played a major role. This is because tunneling implies the ability of an H-donor and -acceptor to achieve short internuclear distances, focusing attention on a dynamic control of barrier width, in contrast to the classical focus on the reduction in barrier height as the origin of catalysis. Clarifying several concepts at the outset is useful (see sidebar, Clarification of Concepts Regarding Protein Dynamics).

The newer experimental observations and concepts relate back to the original proposal by Pauling. Both views rely on many active-site contacts and interactions between the enzyme and substrate. However, in contrast to the earlier focus on static protein structures and TS...
stabilization, the newer theories attribute the achievement of optimal catalytic states to a dynamical sampling within the protein population that transiently achieves reactant states.

**EMPIRICAL DEVIATIONS AND RESULTING THEORETICAL MODELS FOR TUNNELING**

**Historical Context**

Modern enzymology has relied heavily on the use of isotope effects to determine the nature of rate-limiting steps and, later, TS structure (17–19). The theory of isotope effects developed after World War II primarily focused on a semiclassical approximation that included changes in force constants ($F$) between the ground state and TS together with an impact of the reduced mass ($\mu$) at the reacting bond on the frequency ($\nu$) of the vibrating/reacting bond (Equation 1) (20):

$$\nu = \frac{1}{2\pi} \sqrt{\frac{F}{\mu}}.$$  

Beginning in the 1980s, investigators noted experimental observations that could not be explained in these seemingly simple terms and introduced the possibility of quantum mechanical (QM) tunneling. The early tests for the contribution of H-tunneling in enzyme reactions relied heavily on the measurement of kinetic hydrogen isotope effects (KIEs) (21–23). The benefits of incorporating isotopes of hydrogen [protium, deuterium (D), and tritium (T)] into a stable, nonexchanging position of a substrate led to a focus on C–H bond cleavage via hydride, proton, and hydrogen atom transfer. The semiclassical approximation provided a set of expectations regarding the empirical rate ratios (i.e., $k_H/k_D$, $k_H/k_T$, and/or $k_D/k_T$), and these included an upper limit to the size of the KIE; a reasonable, well-defined interrelationship among multiple KIEs (e.g., the magnitude of $k_H/k_T$ in relation to $k_D/k_T$); the temperature dependence of the KIE (24); and its pressure dependence (Table 1) (25). In direct contrast to the predictions in Table 1, accumulated data over more than 20 years now indicate consistent deviations in a direction indicative of QM tunneling.

**Tunneling**

QM tunneling is a phenomenon in which a particle crosses a barrier between reactants and products owing to its wave-like nature. Tunneling occurs when the probability of finding a particle in the reactant well overlaps with the probability of finding the particle in the product well (Figure 1). The mass dependence of tunneling predicts that the lightest isotope can tunnel over longer distances (broader barriers) than heavier isotopes (Figure 1a).

**Tunneling as a correction to transition-state theory**—An early model for H-tunneling, developed by Bell (27), introduced a multiplier term ($Q$) to the semiclassical rate constant. $Q$ represents the probability that a particle will move through an inverse parabolic barrier (Equation 2):

$$k_{\text{coll}} = \left( \frac{k_H}{k_D} \right) e^{\frac{E_a}{kT}} \int G(W) e^{-W/kT} dW.$$  
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where $k_{SC}$ is the semiclassical rate (no tunneling), $W$ represents the energy of the particle, $k$ is the Boltzmann constant, and $T$ is the absolute temperature. Barrier penetration occurs below the classical TS, and its effect is predicted to be the most significant for the lightest isotope.

The temperature dependence of the rate can be written in the usual manner, leading to pre-exponential and exponential terms that vary depending on the extent of barrier penetration and the isotope being transferred:

$$\text{KIE} = \frac{k_1}{k_h} = \frac{A_1}{A_h} e^{E_a(h) - E_a(l)}/RT,$$

where $A$ is the Arrhenius prefactor, $e$ is the exponent (natural base), $E_a$ is the energy of activation, and $h$ and $l$ represent a heavy and light isotope, respectively. $R$ is the gas constant and $T$ is absolute temperature. For the majority of reactions in the condensed phase (including enzyme reactions), only a narrow experimental temperature range is available (0–100°C), such that plots of $\ln(k)$ versus $1/T$ often appear linear with slopes exponentially proportional to $E_a$ (Figure 1b, moderate tunneling regime). This analysis provides a means to explain inflated KIEs arising from inflated isotopic differences in the energy of activation, $\Delta E_a$, and can explain inverse KIEs upon extrapolation of rate data to infinite temperature (i.e., an apparent $A_l/A_h$ less than unity). The behavior changes in the limit of very low temperatures, at which tunneling provides the only route to product formation, producing temperature-independent rates, enormously inflated KIEs, and apparent values for $A_l/A_h$ that can be much larger than unity (Figure 1b, extensive tunneling regime) (27).

In many studies of reactions of small molecules, TS models based on a rigid 1D potential surface, with or without a tunneling correction, can rationalize temperature-dependent KIEs (27). However, these models fail to explain the hallmark of enzyme-catalyzed C–H bond cleavages, that temperature-independent KIEs exist under conditions in which there is a significant energy of activation for the isotopically sensitive step (see below). A major shortcoming of the Bell tunneling correction and similar TS-based models is the exclusive focus on the hydrogen-transfer reaction coordinate, to the neglect of the contribution of motions from the heavy-atom environment. A successful treatment of H-tunneling can be accommodated only within a multidimensional treatment that includes the role of environmental/protein dynamics.

**Full tunneling models**—To accommodate both temperature-dependent and temperature-independent KIEs for reactions near room temperature that are characterized by measurable and often large enthalpic barriers, separating the temperature dependence of the KIE ($\Delta E_a$) from that of the reaction rate ($E_a$) is very useful. Phenomenological models constructed by both experimentalists and theoreticians capable of explaining such observations are often called Marcus-like models. These are an extension of the Marcus theory of electron tunneling (28), in which the tunneling particle is a hydrogen atom rather than an electron. This model, which has been described under different names [e.g., Marcus-like models (29, 30), environmentally coupled tunneling (31, 32), vibrationally enhanced tunneling (12)], proposes a mechanism whereby heavy atom reorganization leads to a tunneling-ready state.
(TRS). Within the TRS, the potential energy surfaces of the reactants and products become transiently degenerate, thereby permitting donor-acceptor wave function overlap.

Several groups have independently developed the functional form of the rate constant \(k\) for H-transfer reactions (33–38):

\[
k = C(T) \left[ \frac{|V|^2}{\hbar} \right] \sqrt{\frac{\pi}{\lambda k_B T}} e^{-\left(\Delta G^0 + \lambda\right)^2 / 4 \lambda k_B T} \times \int_0^\infty F.C.\text{term}_0,0 e^{-(E(r_x)/k_B T)} dr_x.
\]

The terms in front of the integral sign resemble the standard Marcus theory (28) for the rate of reaching a TRS (Figure 2a) and contain the electronic coupling \(V\), the reorganization energy \(\lambda\), the reaction-driving force \(\Delta G^0\), and the absolute temperature \(T\). The constants, \(\hbar\) and \(k_B\), are the Planck constant over \(2\pi\) and the Boltzmann constant, respectively. The term \(C(T)\) designates the fraction of reactive enzyme complexes that can proceed to product and is discussed later in the context of protein conformational landscapes. Although these terms are temperature dependent, they are largely insensitive to the mass of the transferring particle.

By contrast, within the integral sign, there is:

\[
F.C.\text{term}_0,0 = e^{-m_H^2 \omega_H^2 / 2\hbar},
\]

where \(m_H\), \(\omega_H\), and \(r\) represent the mass, frequency, and distance transferred, respectively, for the tunneling particle, and \(0,0\) refers to tunneling from ground-state vibrational modes. The second exponential term inside the integral sign contains \(E(r_x)\), the energetic barrier for the fluctuation of the donor-acceptor distance (DAD); this depends on the frequency \(\omega_x\) and the collective mass \(m_x\) of the heavy atoms controlling distance sampling. As written, the origin of the isotope effect resides entirely within this integral sign, which computes the probability of tunneling over all possible DADs once the system has reached the TRS (Figure 2b,c).

Marcus-like models can rationalize a wide range of kinetic data observed in enzymatic and nonenzymatic reactions. Because the thermal activation to reach the TRS is unconnected to the tunneling probability, this model can account for temperature-dependent rates with temperature-independent KIEs, behavior that is inconsistent with simple tunneling corrections to TS theory (27). The second exponential term within the integral sign is mass and temperature dependent, a consequence of the fact that heavier transferred particles may require further adjustment of the DAD [i.e., larger \(E(r_x)\) values] to achieve optimal wave function overlap. Importantly, when significant DAD sampling at the TRS contributes to the reaction coordinate, the KIE becomes temperature dependent. The great flexibility of Equation 4 has allowed experimentalists to interpret their results in concise, physically relevant terms, and quantitative fitting to data for enzymatic systems has been quite successful, particularly for nonadiabatic reactions (38–41). In related studies, Kiefer & Hynes (42, 43) showed that the free-energy barrier is substantially affected by the DAD vibration, which together with solvent polarization defines the reaction coordinate. Several QM/MM (quantum mechanics/molecular mechanics) simulations have also used similarly
designated coordinates and report outcomes in good agreement with these phenomenological Marcus models (e.g., 44–48).

Mulholland and colleagues (49) recently discussed the possible impact of multiple reacting conformers with different DAD values on the temperature dependence of the KIE. Mulholland’s study focused specifically on temperature-independent KIEs and, although able to reproduce experimental parameters, required extremely high and unrealistic reaction-coordinate frequencies; additionally, the fitting was not transparent with regard to other parameters. Quantitative extension of Equation 4 to adiabatic H-transfer reactions remains a challenge, especially in cases in which the experimental KIEs are small and show a very large temperature dependence. Roston et al. (50) recently adapted the concept of multiple protein conformers to explain reactions with these properties. Their model focuses on the DAD and its distribution, with transfer occurring by a combination of wave function overlap above the barrier at very short distances and tunneling below the barrier at longer distances; for temperature-independent or weakly temperature-dependent KIEs, data can be modeled by a single population of reactants, in keeping with the physical picture illustrated in Figure 2. This study points out the possible contribution of an ensemble of reacting states that varies depending on the enzyme under study.

**Impact of pressure on tunneling**—The examination of hydrostatic pressure on the KIE of enzymatic reactions has also been suggested as a method to follow enzyme dynamics (51, 52). The isotope effect on the activation volume can be expressed in the context of Equation 4, with dominant effects expected for the H-transfer distance \(r\) and the force constant for DAD sampling [contained within \(E(r_x)\)] (52):

\[
\text{KIE}(p, T) = \text{KIE}_0 \times \frac{\int_0^\infty (e^{-m_{1/2}r^2/2h}) e^{-E[r_x(p)]/k_B T} dr_x}{\int_0^\infty (e^{-m_{1/2}r^2/2h}) e^{-E[r_x(p)]/k_B T} dr_x}.
\]

In contrast to tunneling reactions, semiclassical models of the KIE that depend on differences in zero-point energy lack DAD dependence (25). Northrop (53) initiated a systematic study of high-pressure effects in enzymatic H-transfer using steady-state turnover rates, and then Scrutton and coworkers (54) extended the work to single-turnover kinetics. If we rule out protein denaturation at greatly elevated pressures (1–2 kbar), the impact of pressure on H-transfer efficiency can be highly system dependent and capable of yielding opposite pressure effects on the KIE, attributed to the opposing impacts of pressure on the H-transfer distance versus the force constant of its fluctuations (cf. 35, 55). As discussed in the recent literature, the pressure effects described in Equation 6 may be propagated across a protein structure in an anisotropic manner that is distinct from the directional changes required for a measurable perturbation to the reaction coordinate (56). Finally, there is an anticipated impact of elevated pressure on the ensemble of protein conformational substates that influence H-tunneling efficiency. Until the manifold impacts of high pressure on proteins are better understood, the temperature dependence of the KIE presents the more robust and predictive probe for understanding the physical parameters that control H-tunneling.
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PROTEIN DYNAMICS LINKED TO HYDROGEN TUNNELING EFFICIENCY

General Features

The role of dynamics in enzyme-catalyzed reactions appears to lead to significant controversy among scientists. To discuss this topic, we first wish to carefully define statistical vs. nonstatistical motions and their timescales. We suggest that some of the apparent controversy indeed represents different understandings of enzymatic reactions, whereas others stem from different definitions of the term dynamics.

Statistical versus nonstatistical effects—The Marcus-like model described above is predicated on heavy-atom motions that are in thermal equilibrium with their environment on a timescale equal to or faster than that of the experimental rate constant for the chemical event (C–H→X transfer). In many previous publications, the use of the word dynamics simply meant motions, without distinguishing these equilibrated motions from ballistic or nonstatistical dynamics, which are directly coupled to the bond cleavage event (31, 32, 57–60). This confusion led to controversy over whether protein dynamics are expected to contribute at all to enzyme-catalyzed reactions (11, 61). However, Marcus-like models neither require nor assume nonequilibrium dynamics.

The issue of nonstatistical dynamics continues to generate controversy. Mulholland and coworkers (49) recently suggested that the absence of experimental data for such effects indicates that, by Occam’s razor, they are unimportant to enzyme function. By counterpoint, Hay & Scrutton (13) pointed out that nonstatistical dynamics may be critical, even if no experimental data have yet been reported. Computations by Miller and coworkers (62) on dihydrofolate reductase (DHFR) indicate highly localized nonstatistical heavy-atom dynamics that are restricted to the atoms of the H-donor and -acceptor. Schwartz and coworkers (63–65) are among the few that invoke an extended network of nonstatistical dynamics, specifically for lactate dehydrogenase and purine nucleoside phosphorylase. A recent experimental test of the latter involved the preparation of protein labeled with $^{13}$C, $^{15}$N, and $^2$H followed by comparison of its catalytic behavior with that of the native protein (66). The small impact of the heavy protein on the chemical step, to the exclusion of other steps such as product release, has been interpreted as direct evidence for nonstatistical dynamics during the bond cleavage events. However, extensive isotopic labeling alters vibrational frequencies throughout the entire protein (Equation 1), leading to perturbation of the conformational landscape as the possible origin of the observed effects (see Conformational Landscapes, below).

Timescales of motions—The timescale of protein motions has received considerable attention in the literature, with researchers often dividing these into separate regimes that involve large-scale conformational motions (millisecond to microsecond), local changes in protein configuration (nanosecond to picosecond), and barrier crossings (picosecond to femtosecond). Representative spectroscopic methods for quantifying these motions in the context of H-tunneling are given in the sidebar, Representative Spectroscopic Methods for Detecting Protein Motions and Their Link to Hydrogen Tunneling. Importantly, for multidimensional H-tunneling models, QM wave function overlap is assumed to be an...
instantaneous event, with the slower heavy-atom motions controlling the barrier crossing. This feature was initially counterintuitive and contrary to earlier treatises on KIEs, in which researchers concluded that for KIEs to be measurable, all steps (including protein conformation changes) would need to be rapid in relation to the H-transfer (17, 67). The separation of timescales for protein motions and hydrogenic wave function overlap that results from Equation 4 alters the underlying timescales, such that hydrogen transfer by wave function overlap is always the fastest step.

Local and Global Dynamics

The presence within proteins of a hierarchy of motions that range in time from milliseconds to femtoseconds has implications regarding the degree of locality of such motions. Although some investigators prefer to treat all protein motions in the aggregate, the properties of KIEs in C–H activating enzymes provide a window into the spatial resolution of motions that contribute to catalysis. As described, the impact of isotopic labelling at the substrate can distinguish local, donor-acceptor distance sampling modes from more global, isotope-independent conformational sampling.

**Donor-acceptor distance sampling**—At this time, the temperature dependence of the KIE offers the most effective tool to estimate time constants for fluctuations in DADs that affect the tunneling probability. As outlined above (see Tunneling, above), the temperature dependence of the KIE can be quite variable for a full tunneling model and depends on the average DAD and its fluctuations. In all instances, achieving the TRS requires a shorter DAD than van der Waals distances, and this can occur through either ground-state effects or the DAD sampling process represented in Equation 4. Unexpectedly, the KIE is largely temperature independent for many native enzyme systems (e.g., 38, 41, 77–85). The physical process that achieves the requisite short (compressed) DAD is most generally ascribed to a protein conformational sampling process that transiently creates substates in which donor and acceptor are close enough to permit effective wave function overlap (discussed below).

There are also many examples in which enzymes show temperature-dependent KIEs. In some instances, this occurs with native enzymes (e.g., 86, 87), but most often, with enzymes that have either undergone site-specific mutagenesis or have been studied under nonoptimal conditions (e.g., 38, 77, 88–96). The two situations—temperature-independent and temperature-dependent—segue from one to the other as the frequency for DAD decreases into a range accessible at or near room temperature (approximately 200 cm$^{-1}$). Although the magnitude of the DAD frequency must be estimated from experimental data and is thus expected to be model dependent, virtually all investigators have converged on DAD frequencies between 300 and 50 cm$^{-1}$ corresponding to time constants for the DAD sampling of nanoseconds to picoseconds) (12, 38, 48).

Direct fitting of equations analogous to Equation 4 is possible for nonadiabatic (weak electronic coupling between reactants) H-transfer reactions, either in isolation or in combination with methods that take into account the protein structure and dynamics [QM/MM, MD (molecular dynamics)] (38, 41, 48). Additionally, Scrutton and coworkers...
(35, 97) have explored the applicability of Equation 4 to adiabatic H-transfer reactions catalyzed by aromatic amine dehydrogenase and morphinone reductase.

Marcus (98, 99) has also formulated theoretical equations for the free-energy barrier of H-transfer in enzymatic reactions, describing models with different extents of coupling between the chemical coordinate and the protein reorganization coordinate. Moderate coupling produces significant contributions from the donor-acceptor atoms and from the interactions of protein charges and dipoles with one another and the reacting atoms. Marcus noted high sensitivity of the H-transfer to the DAD and took it into account in the reorganization energy expression.

Using QM/MM simulations, Cui & Karplus (100) studied environmental effects on the proton transfer TS for triosephosphate isomerase and found that the tunneling coefficients fluctuate considerably with DAD fluctuations associated with reorganization of the environment. They compared these findings for H-transfer with electron-transfer reactions according to Marcus theory. Carrying out calculations with fixed DADs, they found that the reaction is coupled to vibrational motions in the active site. The donor-acceptor stretch seems to modulate the effective barrier for the proton transfer as well as the magnitude of tunneling, which becomes more important at large DADs. This study of a charged particle (proton activation) is illustrative of models that allow for a progression from extensive tunneling to over-the-barrier H-transfer.

Given the extensive experimental studies of DHFR from Escherichia coli, many investigators have pursued computational approaches to model the chemical (hydride transfer) step. The work done in this field is so extensive that we mention only studies that directly address the question of DAD and its designated potential surface. Warshel and coworkers (101, 102) compared the contributions of solute and solvent molecules, including an enzymatic environment, presenting a 2D energy surface for a given reaction as a function of the solute and solvent coordinates. In particular, Liu & Warshel (46) examined DHFR and its mutants, in which experimental studies suggest that mutations remote from the active site affect the dynamics of the DAD (91, 103, 104). The free-energy surface was described as a function of the DAD. The authors found that the remote mutations change the reaction coordinate and suggested that the main reduction in catalysis is associated with the change of the solvent contribution to the reorganization along the reaction coordinate, as well as with the effect of increasing the DAD. Miller and coworkers (62) have also studied the H-transfer in DHFR using quantized ring polymer MD and characterized nonstatistical and statistical dynamics correlations. The DAD strongly correlates with the dynamics of the hydride transfer step. In this study, the DAD was both statistically and nonstatistically correlated with the H-transfer step, but the impact of the nonstatistical coupling was limited to the few atoms covalently bound to the donor and acceptor and dissipated within ~150 fs. A recent QM/MM study of DHFR that examined the role of dynamics on the chemical step suggested that nonstatistical dynamics co-occur with the chemical step but are not coupled to it (105). Studies of DHFR by Major and coworkers (106) demonstrate that addition of nuclear quantum corrections to the classical free-energy hypersurface brings about a significant change in the exact DAD determined at the TS.
Conformational landscapes—The heavy reliance on static 3D structures to infer mechanism and origins of catalysis in enzymology has given way to the recognition of the importance of protein conformational landscapes in ligand binding (4, 107), allostery (108–110), catalytic rate enhancement (111–114), and possibly substrate specificity. That mutant forms of enzymes with very different rate properties are frequently characterized by virtually identical 3D structures is now an expectation, rather than a surprise. The expected dependence of catalysis on conformational ensembles is represented in Figure 3 in a manner analogous to that described in Reference 112.

In these previous treatises, all the motions that control catalysis are generally lumped together when describing the ground-state conformers that proceed to product with high rate constants. In the context of the Marcus-like formalisms that have been developed for H-tunneling, distinguishing the specific motions that control tunneling (reorganization) from those that create the appropriate ground-state structures that can proceed to product with high rates (preorganization) is conceptually very useful (95, 96). The reason for this separation arose initially from the unique information that can be obtained from the temperature dependence of KIEs, which is contained explicitly within the integral sign of Equation 4. The electrostatic reorganization at the active site, which achieves transient donor-acceptor degeneracy, is included within the first exponential term in Equation 4. This follows from the definition of the Marcus barrier for electron tunneling that is dependent on environmental reorganization, $\lambda$, and reaction driving force, $\Delta G^\circ$. The exponential barriers that contribute to Equation 4 can be thought of as local changes in active-site configuration (bond distances, angles, and charge distribution) that occur on rapid timescales (e.g., nanosecond to picosecond), whereas the remainder of the changes in protein conformation (e.g., millisecond to nanosecond) arise from the preexponential term, $C(T)$, of Equation 4. Once again, following the formalism for electron tunneling, $C(T)$ can be thought of as the Marcus work term that converts a bimolecular to a unimolecular process (28, 98) and that for H-tunneling corresponds to the conformational sampling that brings about the optimal alignment of all protein side chains in relation to the H-donor and -acceptor. This conceptual separation of the components of the conformational landscape also has interesting consequences for understanding the physical processes that underlie the enthalpic versus entropic barriers in enzymatic catalysis (see next section).

INTERRELATIONSHIP BETWEEN DONOR-ACCEPTOR DISTANCE SAMPLING AND CONFORMATIONAL LANDSCAPES

Experimentally, the simplest distinction between these DAD and conformational samplings is their sensitivity to isotopic labeling at the C–H bond that is cleaved during reaction. The contribution of DAD sampling to enzyme systems that are optimized for H-tunneling, as determined from the temperature dependence of the KIE, is generally quite weak (31, 32, 115), with the temperature-independent KIEs easily fitted to Equation 4 within a single population of protein (50) displaying a high frequency for DAD sampling (95, 96). Such apparent active-site compaction/compression could arise, in principle, from ground-state interactions within the dominant E-S complex. However, extensive X-ray structural data for enzymes catalyzing C–H abstraction routinely show distances between a carbon donor and
acceptor (analog) of >3.2 Å, requiring tunneling over distances >1.0 Å. By contrast, theoretical modeling almost invariably leads to shorter predicted tunneling distances that are approximately 0.7 Å. The achievement of a TRS thus implicates a time-dependent sampling process that is inherently linked to a protein’s overall dynamical features.

**Thermophilic Alcohol Dehydrogenase**

Thermophilic enzymes offer attractive systems in which to pursue dynamical features’ link to tunneling efficiency, given their enhanced stability at high temperatures and propensity to rigidify at reduced temperatures (116). The thermophilic alcohol dehydrogenase (ht-ADH) from *Bacillus stearothermophilus* has emerged as a paradigmatic system for linking protein conformational substates to tunneling efficiency. The ht-ADH has been characterized by a range of methods including X-ray crystallography, kinetics of enzyme turnover, KIEs and their temperature dependencies, and H/D exchange (77, 117–121). X-ray studies show a functional tetramer with each subunit composed of separate cofactor- and substrate-binding domains that converge at an active-site zinc ion (Figure 4a, left) (120).

An early, exhaustive kinetic study of ht-ADH demonstrated a rate-limiting C–H bond cleavage step (benzyl alcohol as substrate) across a wide temperature range, with a cooperative break in behavior at 30°C. This break is accompanied by an increase of the enthalpy of activation from approximately 14.6 kcal mol⁻¹ to approximately 23.6 kcal mol⁻¹ as the temperature is reduced (77). Significantly, the temperature dependence of the KIE also undergoes a transition from temperature independent in the high-temperature regime to temperature dependent below 30°C, indicating that under the physiologically relevant high-temperature conditions, DAD distance sampling contributes little to the tunneling rate constant.

Local protein dynamics were also interrogated using the technique of H/D exchange, followed by limited proteolysis and mass spectrometric analysis of the resulting peptides (110). The pattern of exchange under conditions in which the native protein is in rapid conformational equilibrium between open and closed states, relative to the chemical exchange rate of deuterium into the amides of the protein backbone, highlighted five peptides that, above 30°C, undergo a transition to enhanced protein flexibility that correlates with the changes in rate and KIEs (Figure 4b, left). The peptides that undergo this increase in flexibility are distributed throughout the substrate-binding domain and, in several instances, are quite remote from the active site, which is colored orange, magenta, and red in Figure 4a (left). These data provided one of the first examples of a link between distal conformational flexibility and active-site compactness. A picture has emerged in which a dynamically interconverting conformational landscape is necessary for a protein to transiently achieve the conformational ensemble that affords the TRS (95, 96).

The structural origin of the 30°C transition in ht-ADH is also becoming apparent. At a distance 20 Å from the substrate pocket and located across the surface of the substratebinding domain, an intersubunit contact has been identified in ht-ADH at position 25. This involves π-stacking of a pair of tyrosines in ht-ADH that is converted to an alanine in the less stable/more flexible psychrophilic ortholog (ps-ADH) (118). The kinetic consequences of interchanging tyrosine and alanine in ht-ADH and ps-ADH indicate that a
distal subunit interaction controls the ability of these enzymes to generate the compact TRS (153).

Insight into the nature of the rigidification of ht-ADH below 30°C (linked to temperature-dependent KIEs for the native enzyme) comes from two recent studies of mutated variants that reduce the bulk of hydrophobic side chains (Leu176 and Val260; Figure 4a, right) residing directly behind the nicotinamide ring of the bound cofactor (yellow in Figure 4a, left). First, the kinetic impact of the mutants at low temperature is startling, yielding values for the Arrhenius prefactor that exceed the expected semiclassical limit of $10^{13}$ s$^{-1}$ by as much as ten orders of magnitude (122). The resulting elevated values for $A_h$ almost exactly parallel the increases in $E_a$ below 30°C, a consequence of consistently similar rate constants immediately above and below the 30°C break. The trapping of enzyme into energy wells that are either inactive or have greatly reduced activity can explain this behavior. For catalysis to proceed efficiently, the enzyme must exit from such traps into a region of conformational space that allows sampling among substates that are amenable to tunneling (Figure 5). The behavior of mutants at positions 176 and 260 is significantly more extreme than for wild-type (WT) enzyme, and in the case of Val260Ala, the $A_h$ is $10^{24}$ s$^{-1}$.

Extending the studies of cofactor site mutants to include the size and temperature dependence of the KIE led to another set of unexpected observations in which the increased temperature dependence of the KIE seen for native ht-ADH below 30°C is eliminated for almost all of the mutants (123). Instead, the mutants show an increase in the temperature dependence of the KIE above 30°C, in which enzyme flexibility allows DAD sampling to compensate for the loss of precise alignment between the H-donor and -acceptor. This is similar to a behavior seen earlier in other, unrelated systems (cf. 40, 92). The value of the KIE for the mutants in ht-ADH at approximately 30°C is similar to the KIE for the WT enzyme at 5°C, i.e., both WT and mutants reach a similar KIE but in different temperature regimes. The combination of low temperature and active-site mutation is proposed to lead to conformational substates that are exceedingly rigid (123). Although the DAD is increased in the mutants, no reduction in distance is possible at low temperature via DAD sampling because the DAD fluctuations rigidify and the rate falls off, whereas the KIE remains constant (Figure 6). Recently, Roston et al. (50) proposed that the highly temperature-dependent KIEs for WT ht-ADH below 30°C and mutant enzyme forms of ht-ADH above 30°C may also arise from the contribution of several protein conformers with different DADs and KIEs. A quantitative model that combines the impact of side-chain bulk on DAD sampling with temperature-dependent changes in the distribution of conformational substates is not yet available.

**Dihydrofolate Reductase**

A second paradigmatic system for examining the link of DAD sampling to a conformational landscape is DHFR. In the *E. coli* DHFR, a series of active-site mutants was constructed, focusing on Ile14 (Figure 7), which was gradually reduced to Val, Ala, and Gly.

Examination of the H-transfer rates and intrinsic KIEs and their temperature dependence, together with MD simulations, allowed the effect of mutations on different protein dynamics to be studied (92). As expected, the smaller the side chain, the longer the DAD and the...
broader its distribution, leading to a gradual increase in the temperature dependence of intrinsic KIEs (Figure 7). For the most extreme mutant (I14G), MD simulation revealed larger scale motions, showing new conformations of the donor and acceptor that were far from the TRS (e.g., >3.5 Å and at an angle far from linear C–H–C). In a recent treatment, the highly temperature-dependent KIEs for I14G were found to be fit using two active-site conformations with very different DADs and KIEs (50).

A moderately thermophilic DHFR (ht-DHFR) from *B. stearothermophilus* has enabled studies into the role of conformational barriers and enthalpic traps during catalysis. The ht-DHFR is highly homologous to the well-studied *E. coli* DHFR (124) but permits the extension of kinetic and physical characterizations to elevated temperatures (125, 126). The H/D exchange methodology described above for ht-ADH was applied to ht-DHFR, with the observation of much more rapid deuterium exchange into the small ht-DHFR monomer (18.7 kDa). This property refocused attention on the extent of H/D exchange within the plateau regions of H/D exchange versus time, providing a measure of the changes in the extent of protein that is protected from exchange as a function of temperature (125). Among the 11 peptides examined, covering 91% of the total protein sequence, almost all showed a very small enthalpic barrier of 1 to 2 kcal mol\(^{-1}\), in the range of room temperature. The regions of native protein represented by the peptides with a low enthalpic barrier for exchange include the M20 and F/G loops, whose motions had previously been directly linked to the H-transfer step. A model has been put forth in which the energetic barriers for the interconversion of protein conformational substates may be largely entropic, reflective of the probability of arriving at the states that are optimal for tunneling (i.e., TRS). Wand and coworkers (127) have also investigated via NMR the contribution of side-chain dynamics to the role of entropy in protein ligand binding and catalysis. The maintenance of small enthalpic barriers for substate interconversion ensures a smooth energetic landscape that facilitates continuous sampling of a manifold of active-site configurations. This is in contrast to the impairment of catalysis that occurs with WT ht-ADH, and especially its mutants below 30°C, in which the protein increasingly resides within low-enthalpy traps (Figure 5) (122).

**TOWARD A COMPREHENSIVE MODEL FOR ENZYME CATALYSIS**

**Generalizing Beyond C–H Activation**

Although several light-activated, enzyme-catalyzed rearrangements are documented (e.g., 128), most enzymes, including those catalyzing H-tunneling, occur via thermally activated processes. The strong dependence of thermally activated H-tunneling on the DAD, emphasized throughout this review, can be viewed in the context of an empirical proportionality factor (β) for the dependence of the tunneling rate on transfer distance [estimated as 23 Å\(^{-1}\) for H-transfer (129) versus only approximately 1 Å\(^{-1}\) for electron transfer (130, 131)]. This link of short DADs to H-tunneling efficiency raises the question of the importance of barrier width in other classes of enzyme reactions.

Studies by Schowen and coworkers (132) addressed this question for the catechol O-methyl transferase (COMT), in which S-adenosylmethionine (AdoMet) transfers a methyl group to a ring oxygen on an acceptor catechol. The measured secondary KIE was smaller (inverse)
for the enzymatic reaction in relation to the comparable reaction in solution, providing one of the earliest demonstrations of a likely role for compaction in an enzymatic process. Quite recently, NMR and X-ray studies of the SET domain lysine methyl transferases have led to the proposal of close H-bonding interactions between amino acid side chains and the carbon of the transferred methyl group as a means of restricting the trajectory of the methyl group from AdoMet toward its acceptor (133). Site-specific mutagenesis was extended to COMT to test the role of a conserved active-site side chain (tyrosine) that resides behind the sulfur donor of AdoMet in creating a compact active site. One of us found a remarkable linear correlation, in which the second-order rate constant for the reaction of dopamine with the enzyme-bound AdoMet decreased more than three orders of magnitude as the secondary KIE became less inverse (more like the solution reaction) (134). These results with COMT indicate a trend similar to that seen in H-tunneling reactions, i.e., a dependence of active-site compaction on strategically placed active-site side chains. Whether the observed effects have their origin in the dominant ground-state enzyme–AdoMet complex, versus a dynamically achieved activated complex, is under investigation.

Interactive experimental and computational work has also examined dynamics in purine nucleoside phosphorylase, which catalyzes phosphate addition to a nucleotide at the anomeric carbon of the ribose ring. The findings are in accordance with significant compaction of the active site leading the system toward its TS (65). The picture that has emerged from these studies may resemble the conformational sampling and active-site reorganization of the reactants toward the TRS that are characteristic of H-transfer reactions.

**Model Reactions for Hydrogen Tunneling**

The direct comparison of the properties of H-transfer for model reactions with those for an analogous enzyme reaction is fairly rare. In one well-executed (and -publicized) example, the size of the KIE and its temperature dependence were shown to be very similar for the B-12-dependent methylmalonyl-CoA mutase and ethanolamine ammonia lyase and for a model thereof (135, 136). In both the model and enzyme reactions, the magnitude of the KIE was quite elevated above the semiclassical limit and showed a strong temperature dependence that produced inverse ratios for \( \frac{A_I}{A_h} \) (cf. middle bar of Figure 1b). In light of the common observation of temperature-independent KIEs for native enzyme systems, the data for these B-12-dependent reactions suggest an optimization of the thermal homolysis of the cobalt-carbon bond of the cofactor and not the C–H bond cleavage step. In the ensuing years, the data have made it increasingly clear that tunneling may contribute significantly to the room temperature reaction of small molecules in condensed phase as well as enzymatic reactions. However, the phenomenon of weak or temperature-independent KIEs that become temperature dependent upon either local or distal structural perturbation has not been reported for nonenzymatic reactions. The rare examples in which temperature-independent KIEs are also seen for small molecule H-transfer generally represent intramolecular processes in which the structure of the reactant constrains the DAD (137–141).

In a second comparative study, Pollock and coworkers (142) analyzed the interrelationship of secondary KIEs using multiply labeled substrates (see Table 1) for a model reaction of ketosteroid isomerase as well as the enzyme itself. Whereas semiclassical deviations were
prominent in the enzyme reaction (especially for C–D activation at the primary position), they were absent from the model system. This behavior has since been attributed to a very close approach between the H-donor and -acceptor at the enzyme active site that becomes exaggerated when deuterium is transferred, owing to the much smaller wavelength for the heavier isotope (31, 32, 58, 143). The different properties of the model versus enzyme reaction are fully compatible with an increased compaction of reactants at the TRS in the enzymatic reaction. The concept of dynamically enhanced active-site compaction is, perhaps, the most important feature to emerge from the observed properties of enzymatic reactions that have been optimized for H-tunneling, distinguishing these reactions from those of small molecules.

**BIOCHEMICAL RELEVANCE**

Understanding the origin of enzyme catalysis in the broader biological context remains important. Kinetic studies of enzymes frequently show that substrate-binding and product-release steps control turnover (67), indicating that during evolution, the barriers for chemical catalysis have been reduced to the point at which they are no longer rate limiting. Evolutionary pressure will continue to be effective even in such highly evolved systems to ensure that the chemical step does not slow to a point at which it begins to limit or abolish turnover. This explains the strict retention of residues whose loss would dramatically eliminate chemical catalysis under conditions in which the rate-determining step(s) is independent of a role for such residues. In many instances, chemical rate acceleration with enzymes may be expected to exceed estimates based on steady-state or even presteady-state kinetics, which can be governed by nonchemical processes.

A major goal for many decades has been the de novo design of proteins on the basis of the principles of enzyme catalysis. Catalytic antibodies (3) and biomimetic systems (144–146), as well as computational efforts (e.g., 147), have not yet been able to approach the rate accelerations observed in most biological catalysts. This points toward the importance of the size and specific folds of proteins in effecting catalysis. As this review has emphasized, motions within a protein, both proximal and distal to the active site, are increasingly expected to be crucial to their chemical catalysis. The linking of protein motions to the evolution of new enzyme activities, as well as to the origin of substrate specificity, is also emerging as a major theme in biology.

Finally, we address the repeated question of how the concepts and data discussed here relate to the design of inhibitors and, in particular, drug development. The use of high-throughput computer docking frequently ignores dynamics when searching for possible drug candidates. This may eliminate the most promising leads early in the selection process. There is also the question of how the textbook concept of enhanced TS binding relates to drug design. The ideas presented here support the view that catalysis arises from a subset of the total protein conformations that achieves, simultaneously, all of the specific interactions that allow for rapid bond cleavage in the aggregate. By contrast, tight binding of a TS analog targets an energy minimum that mimics the saddle point of the TS. A suggested reconciliation of these differences attributes tight binding of TS analogs to a clamping down of the inherent motions of an enzyme upon inhibitor complex formation (148). Integrating the growing
knowledge of the essential role of protein dynamics in catalytic rate enhancement may promote a resurgence of rational drug design.
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Glossary

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS</td>
<td>transition state</td>
</tr>
<tr>
<td>Tunneling</td>
<td>a phenomenon in which a particle crosses a barrier between reactants and products owing to its wave-like nature</td>
</tr>
<tr>
<td>Isotope effect</td>
<td>the difference in a kinetic or thermodynamic property that results solely from differences in the mass of the reacting molecules</td>
</tr>
<tr>
<td>KIE</td>
<td>kinetic isotope effect</td>
</tr>
<tr>
<td>Reorganization</td>
<td>the motions of the heavy atoms that bring the donor and acceptor from the reactant’s ground state to the tunneling-ready state(s)</td>
</tr>
<tr>
<td>Tunneling-ready state (TRS)</td>
<td>the ensemble of reactants that achieve the energetics and distances compatible with tunneling between the H-donor and -acceptor</td>
</tr>
<tr>
<td>DAD</td>
<td>donor-acceptor distance</td>
</tr>
<tr>
<td>QM/MM</td>
<td>quantum mechanics/molecular mechanics</td>
</tr>
<tr>
<td>Nonstatistical dynamics</td>
<td>motions not in thermal equilibrium with their environment; along the reaction coordinate, these must be at the timescale of the bond cleavage event(s)</td>
</tr>
<tr>
<td>DHFR</td>
<td>dihydrofolate reductase</td>
</tr>
<tr>
<td>MD</td>
<td>molecular dynamics</td>
</tr>
<tr>
<td>Statistical dynamics</td>
<td>motions in thermal equilibrium with their environment; along the reaction coordinate, these must be faster than the net reaction</td>
</tr>
<tr>
<td>Preorganization</td>
<td>all components of the reaction that lead to the ground-state ensemble of catalytically relevant conformers</td>
</tr>
<tr>
<td>Active-site compaction</td>
<td>the compact arrangement of active-site residues and reactants that affords the tunneling-ready state</td>
</tr>
<tr>
<td>Tunneling distance (r in Equation 4)</td>
<td>the distance traversed by hydrogen as it moves from its reactant well to product well; Figure 1a</td>
</tr>
</tbody>
</table>
ht-ADH  high-temperature (thermophilic) alcohol dehydrogenase
H/D  hydrogen/deuterium
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CLARIFICATION OF CONCEPTS REGARDING PROTEIN DYNAMICS

The role of protein motions, often referred to as protein dynamics, is distinct from the dynamics invoked by physical chemists in their description of the activated complex and its probability of proceeding to product. The latter is defined by the transmission coefficient in TS theory. Calculations support the view that the transmission coefficient will be similar for enzyme versus solution reactions (cf. 11).

Protein motions can be either statistically distributed or directly coupled to the bond cleavage event. This review is focused on stochastic protein sampling processes, though recent controversy has centered on the possibility of direct coupling of long-range networks of protein motions with the reaction coordinate (12, 13).

Most enzymes turn over their substrates in milliseconds, and slower motions are unlikely to be a part of the barriers discussed here. Although technical hurdles have, thus far, prevented the study of single-enzyme molecule catalysis on timescales at or faster than milliseconds, single-molecule methodologies do validate the presence of multiple protein substates that interconvert on the timescale of seconds and are characterized by variable catalytic parameters (14–16).
Representative Spectroscopic Methods for Detecting Protein Motions and Their Link to Hydrogen Tunneling

Millisecond to nanosecond motions: Nuclear magnetic resonance (NMR) studies of loop closures and other conformational changes in DHFR have indicated that millisecond dynamics are relevant to the kinetic turnover cascade (68). In another example, NMR studies of proline isomerase suggested that the protein conformational changes drive the bond isomerization (7). However, the movements in DHFR at this slower timescale are now attributed to an accommodation of protein to different enzyme-ligand complexes along the reaction coordinate (57).

Nanosecond to picosecond motions: Fluorescence lifetime and Stokes shift measurements, using either an intrinsic or extrinsic fluorescent probe, are established techniques for detecting local nanosecond and picosecond motions within a protein (69). Such fluorescence measurements, when coupled to protein perturbation (for example, by site-specific mutagenesis), offer the possibility of correlating changes in active-site dynamics to changes in H-tunneling parameters.

Picosecond to femtosecond motions: 2D-IR (infrared) measurements are nonlinear vibrational spectroscopy relaxation experiments that can probe the direct environment of an IR-chromophore at these rapid timescales. For formate dehydrogenase, increased rigidity of a TS analog was observed upon formation of the ternary complex. As the intrinsic KIEs of formate dehydrogenase are temperature independent, the spectroscopic and kinetic observations suggest a common phenomenon of active-site compaction (70, 71).

Techniques that are associated with the rigidity/flexibility of the protein but that cannot be directly assigned to a dynamics timescale: These include X-ray diffraction data of protein crystals analyzed either for anisotropic B-factors (e.g., 72) or via new computational tools for electron density sampling, model refinement, and molecular packing analysis using room temperature data (8) and hydrogen-deuterium (H/D) exchange methods (73–76). These alternate methods are proving very useful in allowing correlations between spatially resolved regions of protein rigidity/flexibility and active-site function.
### SUMMARY POINTS

1. The persistent deviation of empirical observations for enzymatic C–H activation from semiclassical predictions leads to the incorporation of QM nuclear tunneling into theoretical models.

2. The pervasiveness of tunneling properties in enzymatic C–H activation that cannot be explained by a 1D tunneling correction leads to a multidimensional physical picture that resembles Marcus models for electron transfer.

3. The availability of an analytical rate expression for nonadiabatic H-transfer, which can be used to represent physical parameters that control tunneling and to quantitatively reproduce or even be fitted to experimental data, is discussed.

4. The importance of proximal, active-site side-chain packing in achieving an optimal approach of the H-donor to the H-acceptor is apparent in numerous systems.

5. The importance of a stochastic protein conformational sampling process is presented in the context of achieving the optimal TRS.

6. The link of protein conformational substates to the properties of active-site tunneling is demonstrated in two paradigmatic enzyme systems, ht-ADH and DHFR.

7. The role for active-site compaction in enzymatic methyl transfer reactions, which is modulated by active-site side chains, may represent an extension of the concepts introduced for H-transfer reactions to larger group transfer reactions.

8. The above features are likely to be relevant to future designs of highly active/selective catalysts and, possibly, to new strategies for drug design.
FUTURE ISSUES

1. More efforts are needed for the development of an accessible analytical rate expression for H-tunneling that can accommodate, within a cohesive physical picture, the processes underlying both nonadiabatic (e.g., hydrogen atom transfer) and adiabatic (e.g., hydride and proton transfer) reactions.

2. A possible role for nonstatistical dynamics in promoting dynamics of atoms remote from the H-donor and -acceptor is yet to be deciphered theoretically and experimentally.

3. The structural networks within proteins that act, via dynamical sampling, to establish the TRS in enzyme active sites will need to be identified in a system-dependent manner.

4. More work is required before the above information can be used to develop a set of rules for predicting the regions of proteins that will be most influential in linking protein flexibility/motions to active-site compactness.

5. Researchers need to continue the exploration of spectroscopic methods that allow specific time constants to be linked to H-transfer, in particular in the picosecond to femtosecond range. Time-dependent fluorescence is a promising tool, as is nonlinear vibrational spectroscopy, which probes the dynamics of the reacting ligands.

6. A focus on the principles that arise from these studies may enable the sought-after goal of de novo design of enzyme catalysts that reproduce the activity of native enzymes.
Figure 1.
(a) Illustration of a ground-state quantum mechanical tunneling for light and heavy isotopes. Reprinted with permission from Acc. Chem. Res. Copyright © 1998, American Chemical Society (26). (b) An Arrhenius plot of a hydrogen transfer applicable to a semiclassical transition-state (TS) model with a tunneling correction. Arrhenius plot of reaction rates for two isotopes, light (blue line) and heavy (red line). Arrhenius plot for their kinetic hydrogen isotope effects (KIEs) (green line). The KIE on the Arrhenius pre-exponential factor (A) is an intercept of a tangent (black line) to a curve at the experimental temperature range.
Highlighted regions indicate three distinct systems: no tunneling contribution, in which $A_l/A_h$ is close to unity; moderate tunneling contribution, resulting in $A_l/A_h$ smaller than 1; and extensive tunneling contribution, in which $A_l/A_h$ is larger than unity. Reproduced with permission from Chem. Biol. Copyright © 1999, American Chemical Society (59).

Abbreviations: E, energy; P, product; R, reactant; $\psi$, wave function probability.
Figure 2.
Marcus-like models of H-tunneling. Three slices of the potential energy surface along components of the collective reaction coordinate, showing the effect of heavy-atom motions on the zero-point energy in the reactant (blue) and product (red) potential well. Panel a presents the heavy atoms’ coordinate, and panel b the H-atom position. In the top graphs, the hydrogen is localized in the reactant well. Heavy-atom reorganization brings the system to the tunneling-ready state (TRS; middle graphs in panels a and b), in which the zero-point energy levels in the reactant and product wells are degenerate and the hydrogen can tunnel between the wells as a function of the donor-acceptor distance (DAD), represented within $E(r_x)$ in Equation 4. The rate of reaching the TRS depends on the reorganization energy ($\lambda$) and driving force ($\Delta G^\circ$). Further heavy-atom reorganization breaks the transient degeneracy and traps the hydrogen in the product state (bottom graphs). The tunneling of the particle is essentially instantaneous in the context of these and other heavy-atom motions. Panel c presents the effective potential surface along the DAD coordinate at the TRS and shows the effect of DAD sampling on the wave function overlap at the TRS. Adapted from Reference 151.
Figure 3.
Schematic representation of a free-energy landscape for an enzyme reaction. Protein motions occur along both axes. The reaction coordinate axis corresponds to the local environmental reorganization that facilitates the chemical reaction. In contrast, the ensemble conformations axis represents the sampling of multiple substates that occur at all stages along the reaction coordinate. The reactant and product valleys represent the ground states before and after the chemical conversion, and the dividing surfaces between them (maxima along the reaction coordinate) represent the ensemble of TRSs, or more generally, of the TS. This figure was produced by Dr. Russell Larsen and is printed here with permission.
Figure 4.
Identification of the regions of thermophilic alcohol dehydrogenase (ht-ADH) that are more flexible above 30°C. Hydrogen/deuterium (H/D) exchange coupled to mass spectrometric analyses of protein-derived peptide shows five peptides that undergo a temperature-dependent transition between 10°C and 65°C, analogous to the temperature dependence of the $k_{cat}$ and KIE. (a, left) The five peptides are mapped onto the ht-ADH structure and colored red/orange/magenta over a gray background. The active-site Zn$^{2+}$ is shown as a yellow ball near peptide two, and the cofactor NAD$^+$ is modeled into the active site (also in yellow). Reprinted with permission from Proc. Natl. Acad. Sci. USA. Copyright © 2004, National Academy of Sciences USA (119). (a, right) The active-site hydrophobic side chains (Leu176 and Val260) that sit behind the nicotinamide ring of cofactor are illustrated. Reprinted with permission from Biochemistry. Copyright © 2012, American Chemical Society (123). (b) The 30°C transition in behavior occurs in $k_{cat}$, $Dk_{cat}$, and $k_{HX(WA)}$; the
third is the weighted average rate constant for the multiexponential exchange of deuterium from solvent into the peptide backbone. The temperature dependence of $k_{\text{cat}}$ and $^{2}Dk_{\text{cat}}$ is on the left, and the temperature dependence of $k_{\text{HX(WA)}}$ is on the right. Panel b (left) reproduced with permission from *Nature*. Copyright © 1999, Nature Publishing Group (77). Panel b (right) reproduced with permission from *Proc. Natl. Acad. Sci. USA*. Copyright © 2004, National Academy of Sciences USA (119).
Figure 5.
Illustration of a perturbed landscape for conformational sampling that explains the greatly elevated values for $A_h$ in ht-ADH below 30°C. The trapping of the mutant protein at low temperatures into noncatalytic or low catalytic conformational states (asterisks) is expected to affect both $\Delta H^\ddagger$ and $A_h$ in the manner observed. In the equations, $\Delta H^\ddagger_{\text{int}}$ and $\ln A_h(\text{int})$ represent the expected parameters in the absence of the energetics required to exit from the low catalytic conformational states (asterisk) (cf. 122).
Figure 6.
A model to illustrate the impact of active-site mutations in ht-ADH above and below the transition temperature at 30°C, $\Delta E_a = E_a(h) - E_a(l)$, according to Equation 3. State 1 is the ideal state and represents the wild-type (WT) protein above 30°C. The protein is optimally flexible (red region), and this generates active-site compression accompanied by a close approach of the H-donor and -acceptor. State 2 represents the situation following active-site mutation above 30°C. The white region, representing the active site, is artificially enlarged to allow a depiction of the resulting increased distance between the H-donor and -acceptor that is accompanied by a decrease in the force constant for DAD sampling. State 3 is the situation that results from the combination of active-site mutation and low temperature (black dots on red region). Once again, the region representing the active site (white) is enlarged to allow depiction of the increase in distance between the H-donor and -acceptor. Under these conditions, the increased rigidity of the protein below 30°C is proposed to prevent any recovery via DAD sampling. Adapted from Reference 123.
Figure 7.
(a) Active site of WT DHFR (dihydrofolate reductase) from *Escherichia coli* [Protein Data Bank (PDB) ID 1RX2] emphasizing the role of Ile14 (*metallic blue*) as a support of the nicotinamide ring of NADP⁺. The nicotinamide ring is highlighted in light blue and the folate in magenta. (b) Arrhenius plot of intrinsic H/T KIEs (on a log scale) for WT DHFR (*red*), I14V DHFR mutant (*green*), I14A DHFR (*blue*), and I14G DHFR (*purple*). The lines represent the nonlinear regression to an exponential equation. Reproduced with permission from *J. Am. Chem. Soc.* Copyright © 2012, the American Chemical Society (92).
Table 1

Deviations from semiclassical predictions for KIEs

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prediction(^a)</th>
<th>Observations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary H/D KIE</td>
<td>&lt;7</td>
<td>&gt;100</td>
<td>149, 150</td>
</tr>
<tr>
<td>Secondary hydrogen KIE</td>
<td>&lt;Equilibrium limit</td>
<td>&gt;Equilibrium limit</td>
<td>21, 22</td>
</tr>
<tr>
<td>Interrelationship of secondary KIEs</td>
<td>Determined by mass of isotope in labeled bond(s)</td>
<td>Secondary KIE is suppressed for D-transfer.</td>
<td>23, 58, 143</td>
</tr>
<tr>
<td>Temperature dependence of KIE</td>
<td>Extrapolated KIE close to unity at high temperature</td>
<td>Extrapolated KIE at high temperature can assume any value up to the experimentally observed one.</td>
<td>31, 32, 38</td>
</tr>
<tr>
<td>Pressure dependence of KIE</td>
<td>No impact</td>
<td>Variable</td>
<td>56</td>
</tr>
</tbody>
</table>

\(^a\) Reference 24.