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Abstract

In this paper, a legged robot is modeled as a floating-base tree-type system where the footground interactions are represented as external forces and moments. Dynamic formulation thus obtained is independent of the configuration or state of the legged robot. Framework for dynamic modeling is proposed with the concept of kinematic modules, where each module is a set of serially connected links. Legged robots are then considered to have several kinematic modules, and kinematic constraints among these modules are obtained in a similar way as those between the links. The latter approach turns out to be a special case of the former where each module has only one link. A velocity transformation based approach is used to obtain the minimal-order equations of motion, and module-level analytical expressions for the vectors and matrices appearing in them. Recursive algorithms for inverse and forward dynamics are proposed by using inter- and intra-modular recursions for the first time. Analyses of a planar biped and spatial quadruped are presented using the proposed methodology. Effectiveness of the proposed algorithms to model-based control schemes is also provided.
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Nomenclature

Notational rules followed in this paper are as follows:
• Matrices are in boldface upper-case letters.
• Column matrices, algebraic vectors and arrays are in boldface lower-case letters.
• Scalars are in light face letters.
• Entity corresponding to kth link is denoted as \( \mathbf{v}_k \), whereas an entity corresponding to ith module is denoted as \( \mathbf{v}_i \).

Latin letters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>( 6(n+1) \times 6(n+1) ) matrix</td>
</tr>
<tr>
<td>( A_{k-1} )</td>
<td>6×6 link-twist propagation matrix from (k-1)th link to kth link</td>
</tr>
<tr>
<td>( A_{k-1}^{th} )</td>
<td>6( r_i \times 6\theta_i ) module-twist propagation matrix from kth module to ith module</td>
</tr>
<tr>
<td>( \mathbf{a}_{k-1} )</td>
<td>3-dimensional position vector from the origin of kth link to the origin of (k-1)th link</td>
</tr>
<tr>
<td>( \mathbf{a}_{k-1} )</td>
<td>3×3 skew-symmetric matrix associated with vector ( \mathbf{a}_{k-1} )</td>
</tr>
<tr>
<td>( \mathbf{C} )</td>
<td>( (n+n_0) \times (n+n_0) ) Matrix of Convective Inertia (MCI) terms</td>
</tr>
<tr>
<td>( \mathbf{D} )</td>
<td>( (n+n_0) \times (n+n_0) ) block diagonal matrix arising out of the ( \mathbf{UDD}^\top ) decomposition of the inertia matrix</td>
</tr>
<tr>
<td>( \mathbf{d}_k )</td>
<td>3-dimensional vector from the origin of the kth link to its center-of-mass</td>
</tr>
<tr>
<td>( \mathbf{d}_k )</td>
<td>3×3 skew-symmetric matrix associated with vector ( \mathbf{d}_k )</td>
</tr>
<tr>
<td>( \mathbf{E}_k, \mathbf{E}_k^\top, \mathbf{E}_k )</td>
<td>6×6 coupling matrix for kth link, 6( r_i \times 6\theta_i ) coupling matrix for ith module, and 6( (n+1) \times 6(n+1) ) generalized coupling matrix, respectively.</td>
</tr>
<tr>
<td>( \mathbf{e}_k )</td>
<td>3-dimensional unit vector parallel to the axis of rotation or translation</td>
</tr>
<tr>
<td>( \mathbf{f}_k )</td>
<td>3-dimensional vector of force applied at origin of the kth link</td>
</tr>
</tbody>
</table>
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1. Introduction

Research in the field of legged robots has made great stride in the last decade and is one of the active fields of robotics. Trajectory planning, dynamics and control form the basic framework for analysis of walking and running legged robots [1–12]. Fundamentally, legged robots are floating-base, variable-constraint, and tree-type systems moving with high joint acceleration. Thus, dynamics plays a vital role in their control. In recent times, there has been significant increase in the use of computational dynamics for simulation, analysis, design, and control of various robotic systems. This is mainly due to better comprehension of the dynamic formulation of increasingly complex systems. Efficient dynamic formulation is an essential part of any computational framework for analysis of legged robots. Proper modeling of foot-ground contact [13,14] is another important step in dynamic formulation. Contact may be defined using a hard constrained model, but doing so increases the number of constraint forces involved. This results into variable closed-open tree-type system for different combinations of foot-ground interactions. This is referred to as configuration-dependent approach. Another way to define contact is to use a compliant model. In this method, ground reactions are computed from feet positions and velocities, where the ground is represented as a system that can exert vertical conservative and dissipative forces (represented by a combination of spring and dashpot), and horizontal frictional forces. This is referred to as the configuration-independent approach. The latter method is generally preferred as it allows for a single set of dynamic equations of motion for the legged robots irrespective of the contact type.
of their phases, e.g., flight and single, double or multi supports in stance. Furthermore, by varying the parameters of the ground model, a variety of walking and running surfaces can be simulated. The dynamic formulation proposed in this paper is configuration independent and will be applicable to any type of legged robots.

Typically, Euler-Lagrange (EL) and Newton-Euler (NE) equations of motion are used for dynamic modeling of a mechanical system. With the advent of digital computers, various other recursive and non-recursive formulations [15–26] have emerged. Recursive formulations are attractive due to their simplicity and computational uniformity regardless of how complex the system is. In the field of robotics, recursive formulations have helped in achieving real-time computations and consequently different model-based control laws have emerged [27,28]. Saha [21] proposed one such recursive formulation for the serial-chain systems, which is based on the Decoupled Natural Orthogonal Complement (DeNOC) matrices and theories of linear algebra. The DeNOC matrices are nothing but the decoupled form of a velocity transformation matrix, used to eliminate constraint forces and moments from the NE equations of motion. Several other recursive formulations were also proposed in the literature [22–26]. For example, Featherstone [22] introduced the concept of articulated-body inertia from the NE equations of motion of a free-body interacting with its neighboring bodies, whereas Bae and Haug [23] used the variational principle to obtain recursive dynamics algorithm. In both the approaches, recursion was obtained from the velocity and acceleration relationships of the neighboring bodies. Rodriguez [24] on the other hand presented a complex algorithm based on Kalman filtering and smoothing theory. Later, Rodriguez et al. [25] introduced the concept of spatial operator algebra for recursive dynamics. Rosenthal [26] also presented a recursive formulation based on Kane’s equations of motion. Amongst all the above recursive algorithms, the DeNOC-based methodology showed some unique advantages when applied to serial systems [29]. They are as follows:

- Analytical expressions for the elements of the vectors and matrices appearing in the equations of motion [29].
- Uniform development of recursive algorithms [29] for inverse and forward dynamics.
- Explicit inversion of the GIM [30], which gives deeper insight into the associated dynamics.
- Recursive kinematics and dynamics of closed-chain systems [31].
- Dynamic model simplification and design of robotic manipulators [32].
- Efficient representation of a system with multiple Degrees-of-Freedom (DOF) joints [33].

The above advantages motivated the present authors to use the DeNOC-based approach for the tree-type legged robots. However, in contrast to previous work the proposed methodology uses the concept of kinematic modules, which encapsulates the work proposed in [21–26]. In this paper, legged robots are considered as a floating-base tree-type system consisting of a set of kinematic modules, where each module contains serially connected rigid links. Kinematic relationships are then obtained between the adjoining modules. This helps in introducing the concepts of module-twist, module-twist-propagation matrix, module-DeNOC matrices, etc. A modular framework for dynamics is then obtained using the module-DeNOC matrices. Empowered with the modular framework, algorithms have been developed to obtain inverse and forward dynamics results using inter- and intra-modular recursions. Study of forward dynamics enables one to predict the future state of the system from its present state, whereas the inverse dynamics studies are used to obtain model-based control laws. In order to show the effectiveness of the proposed concepts, dynamic analyses of a planar biped and spatial quadruped are presented in this paper.

The paper is organized as follows: Section 2 presents the concept of kinematic modules and the derivations for inter- and intra-modular kinematic constraints. Dynamic formulation is presented in Section 3, whereas its applications are given in Section 4. Numerical examples are given in Section 5, followed by the conclusions in Section 6.

2. Kinematic modules

Conventionally, a serial or a tree-type system is considered to have a set of links or bodies connected by kinematic pairs. However, in this work a generic approach is proposed where serial or tree-type architecture is considered to have a set of kinematic modules, where a module consists of either one or more than one serially connected links. A multi-modular tree-type system is shown in Fig. 1, where the modules are depicted by using dotted boundaries. The existing link-level approaches [21–24] turn out to be special cases of the proposed one for each module having only one link.

As a legged robot is generally mobile system, so, one of its links is considered to be a floating-base. It is referred to as module $M_0$ in Fig. 1. Once the floating-base is established, the system is modularized outward from it (See Fig. 1) such that each module $M_i$ contains only serially connected links; and 2) emerges from the last link of its parent module. The modules are denoted with $M_i$, for $i = 1, ..., s$, where the superscript $i$ signifies the module number. The total number of modules excluding floating-base is denoted as $s$. The number of links in the $i^{th}$ module and the total number of links in $s$ modules are designated as $n_i$ and $n$, respectively. Next, the kinematic constraints are derived at the intra-modular level, i.e., amongst the links inside a module.

2.1. Intra-modular level

As mentioned above, module $i$, for $i = 1, ..., s$, in a tree-type system contains only serially connected links, hence intra-modular constraints are derived first. The $k^{th}$ link in the $i^{th}$ module, denoted as $k^i$ (or $#k^i$) in Fig. 2, is connected to link $(k-1)^i$ by a 1-DOF joint $k^i$. Note that the superscripts denoting the modules are omitted in this subsection to avoid clumsiness of the expression. The
velocity constraints are then written in terms of the twist of the links. The 6-dimensional vector of twist associated with the angular velocity ($\omega_k$) and linear velocity ($\dot{o}_k$) of $#k$ is defined as $t_k \equiv [\omega_k \ | \ \dot{o}_k]^T$. The twist is written in terms of the twist of $(k-1)$, $t_{k-1}$, as

$$t_k = A_{k,k-1} t_{k-1} + p_k \dot{\theta}_k$$

where $A_{k,k-1}$, $p_k$ and $\dot{\theta}_k$ are the 6×6 twist-propagation matrix, the 6-dimensional motion-propagation vector, and the $k^{th}$ joint rate, respectively. The matrix $A_{k,k-1}$ and vector $p_k$ are given by

$$A_{k,k-1} \equiv \begin{bmatrix} 1 & 0 \\
\tilde{a}_{k,k-1} & 1 \end{bmatrix} \quad \text{and} \quad p_k \equiv \begin{bmatrix} e_k \\
0 \end{bmatrix} \text{ (for revolute pair) or } \begin{bmatrix} 0 \\
e_k \end{bmatrix} \text{ (for prismatic pair).}$$

In Eq. (2), $\tilde{a}_{k,k-1}$ is the 3×3 skew-symmetric matrix associated with vector $a_{k,k-1}$, $e_k$ is the unit vector along the axis of rotation of the $k^{th}$ joint, $\mathbf{0}'$ and $\mathbf{1}'$ are the null and identity matrices of compatible sizes, and $\mathbf{0}'$ is the null vector of
compatible dimension. Next for the module \( M_i \), the \( 6\eta^i \)-dimensional vector of module-twist \( (t^i) \) and the \( \eta^i \)-dimensional vector of module-joint-rate \( (\dot{q}^i) \) are defined as

\[
\begin{bmatrix}
t_1^i \\
t_2^i \\
\vdots \\
t_{\eta^i}^i \\
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
\dot{\theta}_1^i \\
\dot{\theta}_2^i \\
\vdots \\
\dot{\theta}_{\eta^i}^i \\
\end{bmatrix}
\]

Substituting Eq. (1) into Eq. (3), for \( k = 1, \ldots, \eta^i \), the expression for the module twist is obtained as

\[
t^i = N^i \dot{q}^i
\]  

where the \( 6\eta^i \times \eta^i \) matrix \( N^i \) is given by

\[
N^i = \begin{bmatrix}
p_1 & 0 & \cdots & 0 \\
p_2 & p_{k-1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
p_{\eta^i} & A_{k-1}p_{\eta^i} & \cdots & A_{\eta^i-1}p_{\eta^i-1} \\
\end{bmatrix}
\]

In Eq. (4), \( t^i \) actually represents the relative twist of the \( i^{th} \) module with respect to its parent module. Interestingly, the matrix \( N^i \) is nothing but the velocity transformation matrix or Natural Orthogonal Complement (NOC) of a serial chain [29]. It is worth noting that for module \( M_0 \), the floating-base (\#0), expressions of \( N^0 \) and \( \dot{q}^0 \) in Eq. (4) simplify as

\[
N^0 = P_0 \quad \text{and} \quad \dot{q}^0 = \dot{q}_0
\]

where the \( n_0 \times n_0 \) matrix \( P_0 \) and the \( n_0 \)-dimensional vector \( \dot{q}_0 \) (\( n_0 = 3 \) for planar case, and \( n_0 = 6 \) for spatial case) have the following representations:

\[
P_0 \equiv \begin{bmatrix}
L_0 & 0 \\
0 & 1
\end{bmatrix}, \quad \text{and} \quad \dot{q}_0 \equiv \begin{bmatrix}
\dot{\theta}_0 \\
\nu_0
\end{bmatrix}
\]

In Eq. (7), \( \dot{\theta}_0, L_0 \) and \( \nu_0 \) are the rates of the independent rotation co-ordinates, the corresponding transformation matrix, and the linear velocity vector, respectively. Vector \( \dot{\theta}_0 \) contains the time-rates of Euler angles or Euler-angle-joint motions [33] if the Euler angles are used to define the rotation of floating-base. The dimensions of \( L_0 \) and \( \dot{\theta}_0 \) will change if the rotation representation is done with Euler parameters.

2.2. Inter-modular level

A recursive relationship between the twists of two neighboring modules, say, \( M_i \) and its parent \( M_{i'} \) (\( i' \) signifies a parent) as shown in Fig. 3, is obtained next. Using Eq. (4), the module-twist \( t^i \) for \( M_i \) can be written in terms of the module-twist of its parent \( M_{i'} \), i.e., \( t^{i'} \), as

\[
t^i = A^{i'\rightarrow i} t^{i'} + N^i \dot{q}^i
\]

Fig. 3. Module \( M_i \) and its parent module \( M_{i'} \)
where the $6\eta_i \times 6\eta_i$ matrix $A^{ij}$ propagates the twist of the parent module ($j^{\text{th}}$) to the child module ($i^{\text{th}}$) and hence referred to as module-twist propagation matrix. The $6\eta_i \times 6\eta_i$ matrix $N_i$ in Eq. (8) is nothing but the one obtained in Eq. (5) and termed here as the module-joint-rate propagation matrix. The matrix $A^{ij}$ is given by

$$A^{ij} \equiv \begin{bmatrix} 0 & \cdots & 0 & A_{i,j}^{ij} \\ 0 & \cdots & 0 & A_{i,j}^{ij} \\ 0 & \cdots & 0 & 1 \\ \cdots & \cdots & \cdots & \cdots \\ A_{j,1}^{ij} & - A_{j,\eta}^{ij} & 1 & 0 \\ \cdots & \cdots & \cdots & \cdots \\ A_{1,1}^{ij} & \cdots & 1 & 0 \end{bmatrix}. \tag{9}$$

Matrix $A_{k',j'}$ in the expression of $A^{ij}$ above denotes the twist-propagation matrix from the twist of link #1 in module $M_{k'}$ to the twist of link #1 in module $M_j$. It is obtained similar to $A_{k,k-1}$ of Eq. (2) and is associated with the vector $a_{k',j'}$ as shown in Fig. 3.

Eq. (8) is the generic representation of Eq. (1). Next, the generalized twist vector, $t$, composed of all module-twists, and the generalized joint rate vector, $\dot{q}$, composed of all module-joint-rates are defined as

$$t \equiv \begin{bmatrix} t^0 \\ t^i \\ t^s \end{bmatrix}, \quad \text{and} \quad \dot{q} \equiv \begin{bmatrix} q^0 \\ q^i \\ q^s \end{bmatrix} \tag{10}$$

where each module in the tree-type system is treated similar to a link in a serial system. This analogy helps one to extrapolate many concepts of the serial systems [29] directly to the multi-modular systems. One such extraction is Eq. (8). Substituting Eq. (8) into Eq. (10), and rearranging the terms, the generalized twist vector, $t$, can be expressed as

$$t = N_i N_d \dot{q} \tag{11}$$

in which $N_i$ and $N_d$ are the $6(n+1) \times 6(n+1)$ and $6(n+1) \times (n+n_0)$ matrices. They are given by

$$N_i \equiv \begin{bmatrix} I^0 & 0 \\ A_{1,0} & 1 \\ \vdots & \vdots \\ A_{j,0} & 1 \\ A_{1,1} & \cdots & A_{j,\eta} & 1^s \end{bmatrix}, \quad N_d \equiv \begin{bmatrix} N^0 & O^s \\ \vdots & \vdots \\ O^s & N^s \end{bmatrix} \quad \text{and} \quad A^{ij} \equiv 0, \text{ if } M_j \notin \gamma_i. \tag{12}$$

In Eq. (12), $I^0$ is the $6\eta_i \times 6\eta_i$ identity matrix, and $\gamma_i$ stands for a set of all modules including and outward from module $M_i$, as shown in Fig. 4. The matrices $N_i$ and $N_d$ are the module-DeNOC matrices for the floating-base tree-type system shown in Fig. 1. Under the special case of each module having only one link, matrices $N_i$ and $A^{ij}$ simplify as $N_i \equiv p_i$ and $A^{ij} \equiv A_{ij}$ where the link index is assumed same as that of the module. Moreover, in the absence of any branching and the base being fixed, $N_i$ and $N_d$ degenerate to those obtained in [29], i.e.,

$$N_i \equiv \begin{bmatrix} 1 \\ A_{2,1} \\ \vdots \\ A_{k,k-1} \\ A_{j,1} \\ \cdots \\ A_{j,\eta-1} \end{bmatrix} \quad \text{and} \quad N_d \equiv \begin{bmatrix} p_1 \\ p_k \\ \cdots \\ p_\eta \\ 0^s \\ 0^s \end{bmatrix}. \tag{13}$$

Fig. 4. Definition of $\gamma_i$. 

---

It is pointed out here that depending on the definition of a kinematic module the structure of the matrices $N_l$ and $N_d$ of Eq. (12) will vary as their representation is not unique. Moreover, under the above stated special case the expressions simplify to the DeNOC matrices of serial-chain [29]. Note that one can also write the DeNOC matrices simply with body-level recursion without defining any kinematic modules, as derived in Subsection 2.3. However, the resultant $N_l$ and $N_d$ matrices are not suitable for two layer algorithms (inter- and intra-levels) that makes the analysis much more elegant and comprehensive. This is one of the fundamental contributions of this paper.

2.3. An example: DeNOC matrices for a planar biped

To illustrate the concept of the module-DeNOC matrices, they are derived here for a 7-link planar biped. Trunk of the biped is assumed to be the floating-base $M_0$, and two legs form modules $M_1$ and $M_2$ as shown in Fig. 5. The biped has revolute joints at the hip, knee, and ankle. It has nine degrees-of-freedom that includes 2 each at hips, knees and ankles, and 3-DOF associated with floating-base, i.e., trunk. The DeNOC matrices are then obtained using Eq. (12) as

$$
N_l \equiv \begin{bmatrix} 1^0 & O^1_o \\ A_{1,0}^{1,0} & 1^1 \\ A_{2,0}^{1,0} & 0 \\ O^2 \\ 1^2 \end{bmatrix}, \text{ and } N_d \equiv \begin{bmatrix} N^0_i & O^i_o \\ N^1_i & N^2_i \\ O^5 & N^3 \\ N^4 \end{bmatrix}
$$

where $N_l$ and $N_d$ are the $39 \times 39$ and $39 \times 9$ matrices, respectively. Moreover, $1^0$, $1^1$, and $1^2$ are the $3 \times 3$, $18 \times 18$ and $18 \times 18$, identity matrices. The block elements $A_{1,0}^{1,0}, A_{2,0}^{1,0}, N^1, N^2$, and $N^0$ are obtained using Eqs. (5), (6), (9) as

$$
A_{1,0}^{i,0} = \begin{bmatrix} A_{1,0}^{i,0} \\ A_{2,0}^{i,0} \end{bmatrix}, \text{ and } N^i = \begin{bmatrix} p_1 & O & O \\ A_{2,1} & p_1 & p_2 \\ A_{3,1} & p_1 & p_2 & p_3 \end{bmatrix} \text{ (for } i = 1, 2), \text{ and } N^0 = P_0.
$$

Matrices $A_{1,0}^{1,0}, A_{2,0}^{1,0}, N^1, N^2$, and $N^0$ are of sizes $18 \times 6$, $18 \times 6$, $18 \times 13$, $18 \times 13$, and $3 \times 3$, respectively. Size of each block element of $N_l$ and $N_d$ depends on the total number of links and joint variables in the modules. It is interesting to note from Eqs. (14), (15) that the diagonal block elements $N^i$ (i.e., $N^1$ and $N^2$) in the expression of $N_d$ actually represent the module joint motion propagation matrix, which is nothing but the combined form of the DeNOC matrices or simply NOC matrix of the serial chain module, whereas the matrices $A_{1,0}^{1,0}$ and $A_{2,0}^{1,0}$ relate motion propagations between the zeroth and first, and zeroth and second modules, respectively. Thus, one can systematically correlate kinematic relationships between the modules using Eqs. (14), (15). On the contrary, the use of body-level representation for the biped using the scheme of [29] or [35] leads to the following DeNOC matrices:

![Fig. 5. A 7-link planar biped.](image-url)
Comparing Eq. (14) with Eq. (16), it is clear that Eq. (16) does not give any information about the motion propagation amongst the modules. Every twist propagation matrix represented by $A_{kl}$ between two successive links must have information of the parent link. With representation in Eq. (14), only the parent module or in other words parent of the first link has to be known. Hence, the algorithm continues like a serial chain system reflected in the matrix $N'$ of Eq. (15). This allows the development of the algorithms in two levels, namely, inter- and intra-module levels, which is not possible with the body-level representation of the DeNOC matrices given by Eq. (16). Moreover, the vast knowledge available for serial-chain systems can be readily adopted for intra-modular recursion.

3. Dynamic formulation

For the $i$th module, the Newton-Euler (NE) equations of motion of a module are written similar to a serial-chain system [34] as

$$M_i \ddot{q}_i + \Omega_i M_i \dot{\Omega}_i = \mathbf{w}_i^i \quad \text{where} \quad \mathbf{w}_i^i = \mathbf{w}_i^{(E)} + \mathbf{w}_i^{(C)} + \mathbf{w}_i^{(F)}. \quad (17)$$

The right hand side of the equation gives the module-wrench vector, $\mathbf{w}_i^i$, which is composed of $\mathbf{w}_i^{(E)}$, the wrench generated by external forces, $\mathbf{w}_i^{(C)}$, the wrench due to constrained forces and moments, and $\mathbf{w}_i^{(F)}$, the wrench due to link-ground interaction. The $6i \times 6i$ matrices $M_i$, $\Omega_i$ and $E_i$, and the $6i$-dimensional module-wrench vector $\mathbf{w}_i^i$ are defined as

$$M_i \equiv \text{diag} \left[ M_1 \cdots M_i \right], \quad \Omega_i \equiv \text{diag} \left[ \Omega_1 \cdots \Omega_i \right], \quad \text{and} \quad \mathbf{w}_i^i \equiv \begin{bmatrix} \mathbf{w}_1^i \\ \vdots \\ \mathbf{w}_i^i \end{bmatrix},$$

where $M_k$, $\Omega_k$, and $E_k$ are the $6 \times 6$ matrices of angular velocity, mass and coupling, and $\mathbf{w}_k$ is the $6$-dimensional wrench vector for the $k$th link of module $M_k$. They are given by

$$M_k \equiv \begin{bmatrix} \mathbf{I}_k & m_k \mathbf{d}_k \\ -m_k \mathbf{d}_k^T & m_k \mathbf{I}_k \end{bmatrix}^i, \quad \Omega_k \equiv \begin{bmatrix} \mathbf{O} & \mathbf{O} \\ \mathbf{O} & \Omega_k \end{bmatrix}^i, \quad E_k \equiv \begin{bmatrix} \mathbf{I} & \mathbf{O} \\ \mathbf{O} & \mathbf{I} \end{bmatrix}^i, \quad \text{and} \quad \mathbf{w}_k \equiv \begin{bmatrix} \mathbf{n}_k \\ \mathbf{f}_k \end{bmatrix}.$$

In Eq. (19), $\mathbf{d}_k$ and $\mathbf{f}_k$ are the $3 \times 3$ skew-symmetric matrices associated with the $3$-dimensional vectors $\mathbf{d}_k$ and $\mathbf{f}_k$, respectively. Moreover, $\mathbf{I}_k$ and $m_k$ are the $3 \times 3$ inertia tensor about $O_k$ and mass of the $k$th link, respectively, and $\mathbf{n}_k$ and $\mathbf{f}_k$ are the moment about and force acting at $O_k$ for the $k$th link, respectively. A typical $k$th link of the $i$th module is shown in Fig. 6. The NE equations of motion for the $(s + 1)$ modules may then be put together as

$$M \dot{q} + \Omega \dot{M} \dot{q} + \dot{\Omega} \dot{E} = \mathbf{w}^E + \mathbf{w}^C + \mathbf{w}^F \quad (20)$$

where the generalized mass matrix $M$, the angular velocity matrix $\Omega$, and the coupling matrix $E$, are each of size $6(n + 1) \times 6(n + 1)$. They are given by

$$M \equiv \text{diag} \left[ M_1 \cdots M_s \right], \quad \Omega \equiv \text{diag} \left[ \Omega_1 \cdots \Omega_s \right], \quad \text{and} \quad E \equiv \text{diag} \left[ E_1 \cdots E_s \right].$$

Pre-multiplication of Eq. (20) by $N_i^T$ eliminates the constraint wrenches [19], i.e., $N_i^T M \dot{q} = 0$. As a result a minimal set of equations of motion for floating-base multi-modular tree-type system is obtained as

$$N_i^T \left( M \dot{q} + \Omega \dot{M} \dot{q} \right) = N_i^T \dot{N}_i \left( \mathbf{w}^E + \mathbf{w}^F \right). \quad (22)$$

Fig. 6. Motion of the $k$th link of the $i$th module.
Substituting Eq. (11) and its time derivative into Eq. (22) leads to the following:

\[ \mathbf{I} \mathbf{q} + \mathbf{C} \dot{\mathbf{q}} = \mathbf{\tau} + \mathbf{\tau}^F \] \tag{23}

where the expressions for the Generalized Inertia Matrix (GIM) \( \mathbf{I} \), Matrix of Convective Inertia (MCI) term \( \mathbf{C} \), vector of the generalized external force \( \mathbf{\tau} \), and the vector of forces due to foot-ground interaction \( \mathbf{\tau}^F \) are given by

\[ \mathbf{I} \equiv \mathbf{N}^TB \mathbf{M} \mathbf{C} \equiv \mathbf{N}^T \left( \mathbf{M} \mathbf{N} + \mathbf{M} \mathbf{E} \mathbf{T} \right) \mathbf{C}, \]

\[ \mathbf{\tau} \equiv \mathbf{N}^T \mathbf{w}^F \]  

and \( \mathbf{\tau}^F \equiv \mathbf{N}^T \mathbf{w}^F \)

where \( \mathbf{N} \equiv \mathbf{N}_b \mathbf{N}_d \).

Eq. (23) is nothing but the Euler-Lagrange equations of motion in minimum number of co-ordinate derived from the Newton-Euler equations and associated DeNOC matrices.

The proposed formulation based on the concept of kinematic modules brings several advantages. For example, 1) Generalization of the link-to-link velocity transformation relationships to module-to-module velocity transformation relationships where the former is a special case of the latter; 2) Compact representation of the system’s kinematic and dynamic model; 3) Provision of module-level analytical expressions for the matrices and vectors appearing in the equations of the motion; one such analytical expression for the GIM is provided in Eq. (A.2); 4) Ease of adopting already developed algorithms for the serial-chain systems [29] to multi-modular tree-type systems; 5) Possibility of repeating the computations of a module to other modules if the system has same type of modules, i.e., equal number of links and types of joints; 6) Ease of investigating any inconsistency in the results of a tree-type system with same type of modules; in this case, only one module has to be investigated; and (7) Hybrid recursive-parallel algorithms can be obtained where modules are solved parallely, whereas links inside the modules are solved in recursive manner.

4. Applications

The dynamic formulation presented above facilitates to develop inter- and intra-modular recursive inverse and forward dynamics algorithms for multi-modular tree-type systems in a unified manner. They are presented next.

4.1. Inverse dynamics

The objective of inverse dynamics is to find the joint torques and forces of a legged robot for a given set of joint motions. It is worth mentioning that the legged robots under study are underactuated. For example, the planar biped shown in Fig. 5 has 9-DOF, out of which, only 6-DOF associated with hips, knees and ankles having revolute joints are actuated. The other 3-DOFs, two-translational and one-rotational coordinate, of the trunk moving in a plane are not actuated.

In order to obtain the actuated joint torques for such underactuated robots, the equations of motion in Eq. (23) are rewritten by separating the floating-base acceleration, represented by \( n_0 \)-dimensional vector \( \mathbf{q}_0 \), from the joint accelerations, represented by \( n_0 \)-dimensional vector \( \dot{\mathbf{q}}_0 \), as

\[
\begin{bmatrix}
\mathbf{I}_b & \mathbf{I}_b^T \\
\mathbf{I}_b & \mathbf{I}_b^T
\end{bmatrix}
\begin{bmatrix}
\mathbf{q}_0 \\
\dot{\mathbf{q}}_0
\end{bmatrix} =
\begin{bmatrix}
\mathbf{0} \\
\mathbf{\tau}_\theta
\end{bmatrix} -
\begin{bmatrix}
\mathbf{h}_0 \\
\dot{\mathbf{h}}_0
\end{bmatrix}
\] \tag{25}

where \( \mathbf{I}_b \) \((\equiv \mathbf{I}^{0.0})\) is the \( n_0 \times n_0 \) matrix associated with the floating-base, \( \mathbf{I}_b \) is the \( n \times n \) matrix representing the remainder of the tree-type legged robot, and

\[ \mathbf{I}_b \equiv \begin{bmatrix}
\mathbf{I}^{1.0} \\
\mathbf{r}^{1.0}
\end{bmatrix}, \quad \dot{\mathbf{q}}_0 = \mathbf{q}_0, \quad \dot{\mathbf{q}}_0 \equiv \mathbf{q}_0, \\
\mathbf{\tau} = \begin{bmatrix}
\mathbf{0} \\
\mathbf{\tau}_\theta
\end{bmatrix}, \quad \mathbf{\tau}_\theta = \begin{bmatrix}
\mathbf{h}_0 \\
\dot{\mathbf{h}}_0
\end{bmatrix} \equiv \mathbf{C} \dot{\mathbf{q}} - \dot{\mathbf{r}}^F, \quad \mathbf{h}_0 \equiv \mathbf{h}_0 \text{ and } \dot{\mathbf{h}}_0 \equiv \begin{bmatrix}
\mathbf{h}_0 \\
\dot{\mathbf{h}}_0
\end{bmatrix}. \]

Next, the inverse dynamics problem for the legged robot is formulated using Eq. (25) as

\[ \mathbf{\dot{q}}_0 = -\mathbf{I}_b^{-1} \mathbf{h}_0, \quad \text{where } \mathbf{\dot{h}}_0 = \mathbf{I}_b \mathbf{\dot{q}}_0 + \mathbf{h}_0 \] \tag{26}

\[ \mathbf{\tau}_\theta = \mathbf{I}_b \mathbf{\dot{q}}_0 + \mathbf{h}_0, \quad \text{where } \mathbf{\dot{h}}_0 = \mathbf{I}_b \mathbf{\dot{q}}_0 + \mathbf{h}_0. \] \tag{27}

Therefore, inverse dynamics of legged robots involves calculation of the acceleration of floating-base and joint torques. The steps to compute \( \mathbf{\dot{q}}_0 \) and \( \mathbf{\tau}_\theta \) are shown below:

Step 1: Find \( \mathbf{t}, \dot{\mathbf{t}}, \text{ and } \mathbf{w} = (\mathbf{M} \dot{\mathbf{t}} + \mathbf{\Omega} \mathbf{M} \mathbf{t}) - \mathbf{w}^F \)

In this step, \( \mathbf{t}, \dot{\mathbf{t}} \), and \( \mathbf{w}^F \) (for \( i = 0, ..., s \)) are obtained recursively for each module starting from \( \mathbf{M}_0 \). It is worth noting that \( \mathbf{t} \) is the generalized twist-rate vector \( \mathbf{t} \) while \( \mathbf{q}_0 = \mathbf{0} \).
Step 2: Find \( \mathbf{h} = \left[ \mathbf{h}_0^T \; \mathbf{h}_n^T \right]^T = \mathbf{N}_i^0 \mathbf{N}_i^T \mathbf{w} \). Having the results from Step 1, this step computes \( \mathbf{h}_i \) and \( \mathbf{f}_i^0 \) (for \( i = s, \ldots, 0 \)) using backward recursion. It may be noted that \( \mathbf{f}_i^0 \) is the \( (i,0) \)th block element of GIM, analytical expression of which is obtained in Eq. (A.2).

Step 3: Find \( \mathbf{q}_0 = -\mathbf{h}_n^T \mathbf{h}_0 + \mathbf{h}_n \)

Finally, acceleration of the floating-base, \( \mathbf{q}_0 \), and the joint torques, \( \mathbf{\tau}_i \), for \( i = 1, \ldots, s \), are obtained. The details of the inter-modal and intra-modal recursions for the above three steps are shown in Fig. A.1 of Appendix A.2.

4.2. Forward dynamics

The main objective of forward dynamics is to find the accelerations associated with DOF of the legged robot for a given set of initial positions and velocities. These accelerations can then be integrated twice to obtain the velocities and positions at the next time step. Forward dynamics problem is formulated using Eq. (23) as

\[
\dot{\mathbf{q}} = \mathbf{h} - \mathbf{f} = \mathbf{N}_i^0 \mathbf{N}_i^T \mathbf{w}
\]  

(28)

In the proposed forward dynamics algorithm, the accelerations associated with each module are solved recursively without actually performing any explicit inversion of the GIM of Eq. (24). The algorithm is based on the block \( \mathbf{UDU}^T \) decomposition of the GIM, obtained in Appendix A.1, similar to the \( \mathbf{UDU}^T \) decomposition of GIM for serial-chain systems [21]. Here it is generalized to the multi-modal tree-type systems for the first time. Based on this decomposition, the equations of motion, Eq. (28), are re-written as

\[
\mathbf{UDU}^T \mathbf{q} = \mathbf{h}
\]  

(29)

where \( \mathbf{U} \) and \( \mathbf{D} \) are the \((n+n_0) \times (n+n_0)\) block upper-triangular and diagonal matrices, respectively, the expressions of which are derived in Eqs. (A.5)-(A.6). Solution of Eq. (29) for recursive computation of the acceleration \( \mathbf{q} \) requires the following steps:

Step 1: Computation of \( \mathbf{t}, \dot{\mathbf{t}}, \) and \( \mathbf{w} = \left( \mathbf{M}_\mathbf{t} + \mathbf{D}_\mathbf{t} \mathbf{t} \right) - \dot{\mathbf{w}}^\mathbf{f} \)

This step is similar to step 1 of the inverse dynamics algorithm given in Subsection 4.1. However, here \( \dot{\mathbf{t}} \) corresponds to the generalized twist-rate when \( \mathbf{q} = 0 \).

Step 2: Computation of \( \dot{\mathbf{q}} \)

Next, \( \dot{\mathbf{q}} \) is solved recursively using three sets of linear algebraic equations, i.e.,

\[
\begin{align*}
\text{i) } & \quad \mathbf{U} \dot{\mathbf{q}} = \dot{\mathbf{h}} - \mathbf{N}_i^0 \mathbf{N}_i^T \mathbf{w}, \quad \text{where } \dot{\mathbf{h}} = \mathbf{D} \dot{\mathbf{q}} \\
\text{ii) } & \quad \mathbf{D} \dot{\mathbf{q}} = \dot{\mathbf{q}}, \quad \text{where } \dot{\mathbf{q}} = U^T \dot{\mathbf{q}} \\
\text{iii) } & \quad \mathbf{U} \dot{\mathbf{q}} = \dot{\mathbf{h}}
\end{align*}
\]  

(30)

The inter- and intra-modal steps for recursive calculation of independent acceleration (\( \dot{\mathbf{q}} \)) are shown in Fig. A.2 of Appendix A.3. It is worth noting that the intra-modal recursion is carried out using the methodology for serial chain system [29].

To study the effectiveness of the proposed recursive inverse and forward dynamics algorithms, their computational counts are provided in Table 1(a). It may be noted that the counts for the tree-type system does not depend on the number of modules.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison of the computational counts.</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Proposed ( O(n) )</td>
</tr>
<tr>
<td><strong>(a) Floating-base</strong></td>
</tr>
<tr>
<td>Inverse dynamics</td>
</tr>
<tr>
<td>Forward dynamics</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>(b) Fixed-base</strong></td>
</tr>
<tr>
<td>Inverse dynamics</td>
</tr>
<tr>
<td>Forward dynamics</td>
</tr>
</tbody>
</table>

M: Multiplications/Divisions; A: Addition/Subtraction.
instead depend only on number of links, \( n \), which is expected. For the forward dynamics of legged robots the proposed algorithm is slightly better than the recursive algorithm of [7], whereas the complexity for the inverse dynamics algorithm could not be compared due to non-availability of similar data in the literature. Nevertheless, Featherstone [35] gave the computational complexities for a fixed-base system which are given in Table 1(b) along with the implementation of the proposed algorithm to a fixed-base system.

Fig. 7 shows comparison of the proposed forward dynamics algorithm with those available in literature. The algorithm is compared with \( O(n) \) and \( O(n^2) \) algorithms proposed by McMillan and Orin [7]. The comparison is also done with Featherstone’s algorithm [35] when implemented for floating-base system in a straightforward manner. The comparison in Fig. 7 clearly indicates that the proposed algorithm performed best amongst all recursive algorithms.

4.3. Simulation of controlled legged robots

A controller is an essential part of a robotic system in achieving desired motions. A Proportional Integral Derivative (PID) controller is widely used in industries for control of processes or machines. In a robotic system, a typical PID controller independently controls the motion of each joint ignoring the effects of the system-dynamics. However, to accomplish a complex motion, the PID controller does not always result in the best performance, as shown in [28]. On the other hand, the use of model-based controllers [27,28] has become popular in order to improve the performance of the conventional PID controllers. The model-based controllers work based on the information of the dynamic model of a system. Hence, the recursive algorithms for inverse and forward dynamics proposed in Subsections 4.1 and 4.2 are valuable in control of robots due to their efficiency, computational uniformity and less numerical errors in the dynamic computations as compared to non-recursive algorithms.

---

**Fig. 7.** Comparison of recursive forward dynamics algorithms for the floating-base system.
While the inverse dynamics algorithm helps in calculating the controlling torques of the actuators located at different joints, the forward dynamics algorithm predicts the behavior of the robot. The latter also allows real time simulation, which helps in predicting the future state of a system for corrective control measures. In this section, it will be shown how both the algorithms can be used to study the behavior of legged robots under feed-forward control scheme. In order to validate the results thus obtained, model-based computed-torque control that is very popular in robotic application [27,28] is also employed.

4.3.1. Feed-forward control

Feed-forward control scheme consists of linear servo feedback and feed-forward of the nonlinear dynamic model of robot. It is the simplest form of the non-linear controller which can be employed for motion control of a robot. The control law for this scheme applied for the legged robots at hand, as shown in Fig. 8, is given by

\[
\tau = [0 \quad \tau_\theta^T] = \left[ \tau_{ID} + \mathbf{K}_p (q_{id} - \hat{q}_p) + \mathbf{K}_d (\hat{q}_{id} - \hat{q}_d) \right]
\]  

(31)

where \( \mathbf{K}_p \equiv \text{diag} [k_{p_1}, \ldots, k_{p_n}] \) and \( \mathbf{K}_d \equiv \text{diag} [k_{d_1}, \ldots, k_{d_n}] \) are the matrices of proportional and derivative gains, and \( \tau_{ID} \) is the vector of joint torques obtained from the recursive inverse dynamics algorithm presented in Subsection 4.1. It is worth noting that the feed-forward control can achieve performance as good as computed-torque control with the proper tuning of the control gains. The gains can be calculated using, for example, a design procedure proposed by Kelly et al. [36]. In the absence of a real legged robot, its dynamic model given by Eq. (29) was used. To predict the real robot’s behavior, acceleration \( \ddot{q} \) was obtained first before it was integrated twice by using a variable order stiff solver based on the Numerical Differentiation Formulas (NDFs).

4.3.2. Computed-torque control

Computed-torque control works on the principal of feedback linearization of nonlinear systems. For the floating-base legged robots under study, the control law is given by

\[
\tau = I \alpha + h.
\]  

(32)

Substituting Eq. (32) into Eq. (28) the resulting equations of motion of the closed-loop control system are represented as \( \dot{q} = \alpha \). For \( \alpha \) being the linear function of the state variables, the closed-loop equations are also linear functions of the state variables. As a result, the problem of control is simply to solve a system of linear differential equations. For the floating-base legged robots, the components of \( \tau \) associated with the generalized forces of the floating-base are zeros. Hence, Eq. (32) is rewritten as

\[
\tau = \left[ \begin{array}{c} 0 \\ \tau_\theta \end{array} \right] = \left[ \begin{array}{cc} I_0 & 0 \\ I_0 & I \end{array} \right] \left[ \begin{array}{c} \alpha_0 \\ \alpha_\theta \end{array} \right] + \left[ \begin{array}{c} h_0 \\ h_\theta \end{array} \right]
\]  

(33)

which is further simplified as

\[
\alpha_0 = -I_0^{-1} \left( I_0 \alpha_0 + h_0 \right)
\]

(34)

\[
\tau_\theta = I_0 \alpha_\theta + (I \alpha_\theta + h_\theta).
\]

(35)

Substituting Eq. (34) into Eq. (35), the computed-torque control law for the actuated joints of the legged robots is obtained as

\[
\tau = \left[ \begin{array}{c} 0 \\ \tau_\theta \end{array} \right] = \left[ \begin{array}{c} I_0 \alpha_0 + h_\theta \\ (I_0 - I_0 I_0^{-1} I_0) \alpha_\theta + (h_\theta - I_0 I_0^{-1} h_0) \end{array} \right].
\]

(36)

In Eq. (36), \( \tau_\theta \) is the vector of required actuator torques and forces, whereas \( \alpha_\theta \) representing the servo part is given by

\[
\alpha_\theta = \hat{\hat{q}}_{id} + \mathbf{K}_p (q_{id} - \hat{q}_p) + \mathbf{K}_d (\hat{q}_{id} - \hat{q}_d)
\]

(37)

where \( \mathbf{K}_p \equiv \text{diag} [k_{p_1}, \ldots, k_{p_n}] \) and \( \mathbf{K}_d \equiv \text{diag} [k_{d_1}, \ldots, k_{d_n}] \). The scheme for computed-torque control is shown in Fig. 9, whereas the gains \( k_{p_\alpha} \) and \( k_{d_\alpha} \) are obtained by assuming critically damped response, i.e., \( k_{d_\alpha} = 2 \sqrt{k_{p_\alpha}} \). It is worth noting that the direct use of Eq. (36) to compute the driving torque, \( \tau_{\alpha} \) is computationally inefficient as the equations cannot be solved recursively due to the presence of the terms \( I_0 I_0^{-1} I_0 \) and \( I_0 I_0^{-1} h_0 \). On the contrary, Eqs. (34)–(35) have representations similar to
Eqs. (26), (27). As a result, they can be obtained recursively using the proposed recursive inverse dynamics algorithm by substituting $\mathbf{q}_0 = \mathbf{\alpha}_0$ and $\mathbf{q}_0 = \mathbf{\alpha}_0$ in Eq. (26), (27).

5. Numerical examples

In this section, the results are reported for a 7-link planar biped and a 9-link spatial quadruped by using the proposed recursive algorithms.

5.1. Planar biped

A 7-link biped consisting of a trunk and two legs is shown in Fig. 10. Modularization of the biped has already been discussed in Subsection 2.3 and shown in Fig. 5. The trunk’s center-of-mass (COM) $(x_0, z_0)$ and angle $\varphi_0$, and the joint angles $\theta_{11}, \theta_{21}, \theta_{31}, \theta_{12}, \theta_{22}$, and $\theta_{32}$ are assumed to be the generalized independent coordinates of the biped as depicted in Fig. 10. The length and mass of the links are taken as $l_0 = l_{11} = l_{21} = l_{12} = l_{22} = 0.5$ m, $l_{31} = l_{32} = 0.15$ m, $m_0 = 5$ Kg, $m_{11} = m_{21} = m_{12} = m_{22} = 1$ Kg and $m_{31} = m_{32} = 0.2$ Kg.

5.1.1. Synthesis of joint trajectories

For the simulation of the 7-link 9-DOF biped, the desired joint trajectories to be applied at the six actuated joints are synthesized first. As evident from Eq. (26), the motions of the trunk and the joints are related. Therefore, the actuated joint motions must be synthesized such that they ensure stable motion of the trunk as well. For this, the concept of Inverted Pendulum Method (IPM) [8,9] was used, as explained in Appendix B. The desired actuated joint trajectories, $\theta_{11}, \theta_{21}, \theta_{31}, \theta_{12}, \theta_{22}$ and $\theta_{32}$, are obtained from the motions of trunk and foot using the inverse kinematics relationships of the biped, and these are similar to those of a serial.

![Fig. 9. Computed-torque control scheme.](image)

![Fig. 10. A 7-link planar biped.](image)
manipulator [37]. The joint trajectories are depicted in Fig. 11. It is worth mentioning here that it is only the actuated joint trajectories, which were input to the dynamics algorithms, not the trajectories of the trunk and foot. During dynamic computation the accelerations of the trunk were solved from Eq. (26) first, followed by numerical integration to obtain its velocity and position. These motions of the trunk were then used for the computation of dynamic quantities necessary in the algorithms.

**Fig. 11.** Joint trajectories of the planar biped obtained from trunk and ankle trajectories by using inverse kinematics relationships.

\begin{align*}
\text{Joint angles } & \theta_1, \theta_2 \text{ and } \theta_3 \text{ of the support leg (Module 1)} \\
\text{Joint angles } & \theta_1, \theta_2 \text{ and } \theta_3 \text{ of the swing leg (Module 2)}
\end{align*}

**Fig. 12.** Simulated joint angles for the support leg (Module $M_1$) of the biped without control.

\begin{align*}
\text{Joint angle } & \theta_1 \\
\text{Joint angle } & \theta_2 \\
\text{Joint angle } & \theta_3
\end{align*}

**Fig. 13.** Simulated behavior for the trunk of the biped.

\begin{align*}
\text{X coordinate of COM } (x_0) \\
\text{Z coordinate of COM } (z_0) \\
\text{Orientation of the trunk } (\phi_0)
\end{align*}
5.1.2. Simulation without control

Forward dynamics was then performed simply with the values of the joint torques obtained using the inverse dynamics without any control. Theoretically, the torque calculated using inverse dynamics (Subsection 4.1) should produce the desired trajectories when simulation (Subsection 4.2) was performed using the same dynamic model. However, due to numerical errors and the well-known zero eigen value effect [31], there will be deviations in the simulated trajectories from the desired ones, as seen in Fig. 12, where the motion of the biped is uncontrollable after 1 s. In practice, there will be deviations in the trajectories followed by a real robot due to modeling inaccuracy and other unmodeled phenomena like backlash in the gears and similar elements in the actuators, joint friction, etc. Hence, a suitable strategy is required for control of a robot, both in simulation and in actual practice. This justifies the control algorithms proposed in Subsection 4.3 and corresponding results given in Subsection 5.1.3 for the stable walking of the biped.

5.1.3. Simulation with control

Dynamic simulation presented in the previous subsection showed that the biped was able to follow the trajectory for only 1 s. Hence, feed-forward control scheme is applied to simulate the controlled motion of the planar biped. The proposed recursive inverse dynamics algorithm (Subsection 4.1) was used for the implementation of feed-forward control law given by Eq. (31), while the recursive forward dynamics algorithm (Subsection 4.2) was used to simulate the controlled motion of the biped. In Eq. (31), gains were taken as $k_p = 49$ and $k_d = 14$. They were obtained empirically so that the controlled motions match the designed trajectories. For comparison, the computed-torque control scheme based on Eqs. (36), (37) was also used with the same control gains. Fig. 13 shows the variation of the trunk’s COM and angle $\phi_0$ for 4 s., even though the simulation was run for 12 s. It is evident from Fig. 13 (a) that the biped travels in the forward direction (i.e., $X$) with stable periodic motion. Moreover, there is a close match between the joint angles under feed-forward and computed-torque control schemes as shown in Fig. 14, thus, validating the results. This shows that the desired trajectories can be attained using either of the control laws.

5.2. Spatial quadruped

In order to study the effectiveness of the proposed algorithms in spatial motion, a 9-link, 18-DOF spatial quadruped shown in Fig. 15(a) was considered. It has universal joints at the hips, and revolute joints at the knees. The quadruped is divided into five kinematic modules, as shown in Fig. 15(b). As trot is the common gait [6] in four legged animals, it is chosen as the gait of the
quadruped under study. In quadruped trotting, the diagonally placed legs move in synchronization. Similar to planar biped, the inverted pendulum based approach was again used to obtain the trunk trajectories, which were then used to obtain the desired trajectories of the actuated joints, i.e.,

\[
\begin{align*}
\theta_{11} & = \theta_{11}^1 = \theta_{11}^2, \\
\theta_{21} & = \theta_{21}^1 = \theta_{21}^2, \\
\theta_{12} & = \theta_{12}^1 = \theta_{12}^2, \\
\theta_{22} & = \theta_{22}^1 = \theta_{22}^2, \\
\theta_{13} & = \theta_{13}^1 = \theta_{13}^2, \\
\theta_{23} & = \theta_{23}^1 = \theta_{23}^2, \\
\theta_{14} & = \theta_{14}^1 = \theta_{14}^2
\end{align*}
\]

and \( \theta_{24} \). The length and mass of the links were taken as \( l_0 = 1 \text{ m}, l_{11} = l_{21} = l_{12} = l_{22} = l_{13} = l_{23} = l_{14} = l_{24} = 0.3 \text{ m}, m_0 = 4 \text{ Kg}, \) and \( m_{11} = m_{21} = m_{12} = m_{22} = m_{13} = m_{23} = m_{14} = m_{24} = 1 \text{ Kg}. \)

Simulations were performed for motion under the feed-forward and computed-torque control laws. Values for the gains were taken as \( k_{pi} = 49 \) and \( k_{di} = 14 \) for both the feed-forward and the computed-torque control schemes. The variation of the COM and Euler angles is shown in Fig. 16, which depicts that the quadruped travels in the forward direction (X) with a periodic motion. Fig. 17 shows the variation of joint angles for leg 4 (Module \( M_4 \)). Like the 7-link biped, the simulation results show that the joint angles follow the desired trajectories under both the control laws, proving that the quadruped attains cyclic gait without toppling.

### 5.3. Computational efficiency

In order to compare the computational efficiencies of the proposed O(n) recursive algorithms with the conventionally used non-recursive O(n^3) algorithm, an in-house Order (n^3) algorithm was also developed. The CPU times required by both the O(n) and O(n^3) algorithms are shown in Table 2.

Comparing the results the following observations are made:

- The proposed O(n) forward dynamics algorithm performed better than the O(n^3) algorithm under both computed-torque and feed-forward control laws.
The enhanced efficiency of the proposed $O(n)$ forward dynamics algorithm is noticeable in the case of spatial quadruped as the system is more complex with higher number of links and joints compared to the planar biped.

Simulation involving computation of $\dot{q}$ followed by numerical integration shows better percentage improvement than the computation of $\ddot{q}$ only. This implies that the numerical integrations are much faster in the case of an $O(n)$ algorithm compared to the $O(n^3)$ algorithm.

6. Conclusions

This paper presents a general framework for the dynamic modeling and analyses of the legged robots using the concept of kinematic modules where each module is a set of serially connected links only. Legged robots having general module architecture have been considered. Recursive kinematic relationships were obtained between any two adjoining modules and the concepts like module-twist propagation, module-level Decoupled Natural Orthogonal Complement (DeNOC) matrices, etc. were introduced. Such concepts helped to treat a system with large number of links as a system with smaller number of modules. This generalizes the concept of the DeNOC-based formulation originally proposed for a serial-chain system consisting of link to multi-modular tree-type systems, which is one of the basic contributions of this work. The constrained equations of motion were then obtained using the module-DeNOC matrices.

Empowered with the proposed modular framework, the inverse and forward dynamics algorithms with inter- and intra-modular recursions have been developed for the simulation of controlled legged robots, which were illustrated with a planar biped and a spatial quadruped. Inter-modular recursion has been conceived in this work for the first time. The algorithms in terms of the computational counts were found to be better than the algorithms available in literature (Fig. 7), whereas in terms of CPU time they were found to be 16% to 30% more efficient than an $O(n^3)$ algorithm (Table 2).

Appendix A. Recursive algorithms

Some derivations and details leading to recursive inverse and forward dynamics algorithms in Subsections 4.1 and 4.2 are shown in this appendix.

A.1. Decomposition of the GIM

The GIM of Eq. (24) can also be written as

$$\mathbf{I} = \mathbf{N}_l^T \mathbf{M} \mathbf{N}_d, \text{ where } \mathbf{M} = \mathbf{N}_l^T \mathbf{M} \mathbf{N}_d$$  \hspace{1cm} (A.1)

where $\mathbf{M}$ is the generalized mass matrix of composite-module, and $\mathbf{N}_l$ and $\mathbf{N}_d$ are the module-DeNOC matrices. Substituting $\mathbf{N}_l$, $\mathbf{N}_d$, and $\mathbf{M}$ from Eqs. (12) and (21) into Eq. (A.1), the module level analytical expressions for the GIM are obtained as follows:

For $i = 0, ..., s$, and $j = 0, ..., i$

$$I^{i,j} = \mathbf{N}_l^T \mathbf{M}^i \mathbf{A}^{i,j} \mathbf{N}_d. \text{ if } M_{ij} \in \gamma \left( \text{For } i = j, A^{i,j} = 1 \right)$$

$$= 0 \text{ otherwise}$$  \hspace{1cm} (A.2)
where \( I^{ij} \) represents the \((i,j)^{th}\) block element of \( I \). Moreover, matrix \( M^{i} \) represents the mass and inertia properties of a system comprised of the rigidly connected links of modules which are upstream of the \( i^{th} \) module. This is generalization over the mass matrix of a composite body [17]. The matrix \( M^{i} \) is given by

\[
M^{i} = M_{i} + \sum_{j \in \xi^{i}} (A^{ij})^{T} M^{j} A^{ij}
\]  

(A.3)

where \( \xi^{i} \) denotes the children of module \( M_{i} \). If \( \xi^{i} = \{\} \), i.e., no children, the composite-module mass matrix is simply equal to module-mass-matrix, namely, \( M^{i} \equiv M_{i} \). In Eq. (A.3), \( A^{ii} \) is the \( 6\eta^{i} \times 6\eta^{i} \) module twist propagation matrix, and is similar to \( A^{ij} \) of Eq. (9). The analytical expression derived in Eq. (A.2) is the foundation for obtaining the decomposition of the GIM given by Eq. (A.1). The \( UDU^{T} \) decomposition of the GIM, \( I \), for a serial robot was originally proposed in [21]. The same concept is extended here for a floating-base tree-type system through module-level \( UDU^{T} \) decomposition of the GIM using the Block Reverse Gaussian Elimination (BRGE). The decomposed GIM can be expressed as

\[
I = UDU^{T}.
\]  

(A.4)

The \((n+n_{0}) \times (n+n_{0})\) block upper-triangular and diagonal matrices \( U \) and \( D \) are given by

\[
U = \begin{bmatrix}
I^{0} & U^{0,1} & \cdots & U^{0,s} \\
O & I^{1} & \cdots & O \\
\vdots & \vdots & \ddots & \vdots \\
O^{s} & \cdots & O & I^{s}
\end{bmatrix}
\text{and}
D = \begin{bmatrix}
I^{0} & O^{s} \\
O^{s} & I^{1}
\end{bmatrix}
\]

(A.5)

where the \( \eta^{i} \times \eta^{i} \) matrix \( U^{ij} \) and matrix \( \hat{I}^{i} \) are obtained as follows:

\[
U^{ij} \equiv \begin{cases} (A^{ij})^{T} N^{i} \psi^{i}, & \text{if } j \in \gamma_{i} \\ O, & \text{otherwise} \end{cases}
\]

\[
\hat{I}^{i} \equiv N^{i} \psi^{i}.
\]  

(A.6)

The \( 6\eta^{i} \times 6\eta^{i} \) matrices \( \psi^{i} \) and \( \hat{\psi}^{i} \) of Eq. (A.6) are given by

\[
\psi^{i} = \hat{\psi}^{i} \hat{I}^{i-1} \quad \text{and} \quad \hat{\psi}^{i} = \hat{\tilde{M}}^{i} N^{i}
\]  

(A.7)

where the \( 6\eta^{i} \times 6\eta^{i} \) matrix \( \hat{\tilde{M}}^{i} \) contains the mass and inertia properties of the articulated-module \( i \). Thus the concept of articulated body [22] is generalized to articulated module. The matrix \( \tilde{M}^{i} \) is obtained as

\[
\tilde{M}^{i} = M^{i} + \sum_{j \in \xi^{i}} (A^{ij})^{T} \tilde{M}^{j} A^{ij}
\]  

(A.8)

where if \( \xi^{i} = \{\}, \tilde{M}^{i} \equiv M^{i} \). The \( 6\eta^{i} \times 6\eta^{i} \) matrix \( \tilde{M}^{ij} \) is defined as

\[
\tilde{M}^{ij} = \tilde{M}^{i} - \hat{\psi}^{i} \psi^{j}.
\]  

(A.9)

The proposed \( UDU^{T} \) decomposition helps in obtaining the recursive forward dynamics of Subsection 4.2 and provides better insight into the dynamics involved through inertia properties, which may help in deciding any inconsistency in the dynamic behavior of the legged robots. For example, \( \hat{I} \) in Eq. (A.6) can be interpreted as the inertia matrix of the \( i^{th} \) articulated module. One may study the stability of the independent module based on ill-conditioning of \( \hat{I} \) rather than having a global picture based on the ill-conditioning of the GIM. In other words one can predict instability of the modules and take corrective measures accordingly.
A.2. Recursive inverse dynamics

The inter- and intra-modular steps for the recursive inverse dynamics proposed in Subsection 4.1 are presented below in Figure A.1. It is worth noting that inter-modular steps are the compact representation of the intra-modular steps.
A.3. Recursive forward dynamics

The inter-modular and intra-modular steps for recursive computation of the independent acceleration (\( \ddot{\mathbf{q}} \)) is presented in Fig. A.2 below based on recursive forward dynamics presented in Subsection 4.2.

Note that the derivation of the intra-modular steps from the inter-modular steps is not straightforward, as in the case of inverse dynamics algorithm of Fig. A.1, because these steps require analytical \( \mathbf{U} \mathbf{D} \mathbf{U}^T \) decomposition of the matrix \( \mathbf{I}^i \). Intra-modular computations have been carried out in a way similar to a serial system [29].
Appendix B. Trunk and swing foot trajectories

As discussed in Subsection 5.1.1, the joint trajectories are obtained from the motion of trunk and foot using inverse kinematics relationships. In order to obtain the joint trajectories that ensure stable walking pattern, the trunk’s trajectories are synthesized using the Inverted Pendulum Method (IPM) \[8,9\]. It is worth noting that the motion of the trunk is not the input to the inverse dynamics algorithm; instead, it is obtained using Eq. (26) during the dynamics computation.

The IPM assumes that the mass of the biped is concentrated at the hip, and that the feet remain horizontal throughout the robot’s motion cycle. The trunk is considered to move horizontally with the same height from the ground, i.e., \( \phi_0 = 90^\circ \) and \( z_0 = z_c \). Thus, the Center-of-Mass (COM) of the trunk has the same motion as that of the hip. For one cycle with a time period of \( T \), the \( X \) and \( Z \) coordinates of the hip, denoted by \( x_h \) and \( z_h \), are given by:

\[
\begin{align*}
\dot{x}_h(t) &= x_h(0) \cos(\omega t) + \left( \frac{T}{\omega} \right) \sinh(\omega t) \\
\dot{z}_h(t) &= z_c - \left( \frac{l_h}{2} \right)
\end{align*}
\]

where \( x_h(0) \) and \( \dot{x}_h(0) \) are the initial position and velocity of the hip, and \( \omega = \sqrt{g/z_c} \), where \( g \) is acceleration due to gravity. In order to obtain the steady and repeatable walking pattern, the repeatability conditions of \( x_h(0) = -x_h(T) \) and \( \dot{x}_h(0) = \dot{x}_h(T) \) as proposed in \[8\] were used. Trajectories for the ankle of the swing foot were synthesized \[8\] as

\[
\begin{align*}
\dot{x}_{\text{ankle}}(t) &= -l_s \cos \left( \frac{\pi}{T} t \right) \\
\dot{z}_{\text{ankle}}(t) &= \frac{h_f}{2} \left[ 1 - \cos \left( \frac{\pi}{T} t \right) \right]
\end{align*}
\]

where \( l_s \) and \( h_f \) are stride length and maximum foot height. The values of \( T, l_s, h_f \) and \( z_c \) are taken as \( 1 \) s, \( 0.3 \) m, \( 0.1 \) m and \( 0.96 \) m for the biped, and \( 1 \) s, \( 0.3 \) m, \( 0.08 \) m and \( 0.5 \) m for the quadruped.
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