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Abstract—The abstract goes here. With increasing density of data-hungry devices per unit area, allocating single highly-directed beam per user in millimeter-wave communications is not practical. Therefore, the requirement is to serve multiple users over a single beam. Considering a single-cell scenario with a fixed number of users, this paper addresses the problem of selection of optimal beamwidth depending on user density and distribution. First, by considering fixed beam service time in each sector, optimal beamwidth is estimated using exhaustive search for average long-run user rate and base station energy efficiency maximization. Based on the results of the average long-run user rate maximization using an exhaustive search, another method of reduced complexity is proposed to find sub-optimal beamwidth. Subsequently, optimum beamwidth is estimated with user density dependent variable time scheduling in a sector, that offers improved performances over fixed time scheduling. An efficient algorithm on variable time scheduling is also provided. Finally, the effect of localization error on optimal beamwidth estimation is investigated. The numerical results show that using the narrowest beam does not necessarily result in achieving a better average long-run user rate. Further, localization error does not affect the selection of optimal beamwidth, however, user quality-of-service degrades.
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I. INTRODUCTION

Millimeter-wave (mmWave) spectrum (30-300 GHz) is envisaged to be a key resource to meet the high data demands of future wireless communication because of huge bandwidth availability. A major limitation of mmWave communication is high attenuation associated with a shorter wavelength. However, having a shorter wavelength in turn facilitates placing a large number of antenna elements over a very small area [1]. Thus, the gain realized through antenna beamforming overcomes high attenuation loss. As the array size is increased, the beam gets narrower with reduced footprint and enhanced directivity. The reduced antenna footprint of a highly directional beam leverages the benefits of spatial diversity in mmWaves, thereby providing increased spectral capacity. Conventional multiple-input multiple-output (MIMO) systems [2], [3], also known as digital beamforming, use a dedicated radio frequency unit (RF chain) per antenna element. But, using a large number of power-intensive RF chains per antenna is practically not feasible in mmWaves. Nonetheless, a highly narrow beam of high directivity can be formed using analog beamforming, consisting of a large number of active antenna elements connected to a single RF chain. Consequently, the power consumption of analog beamforming is comparatively less. The limitation of analog beamforming is that only a single beam per RF chain can be generated, and spatial data stream multiplexing is not possible. To this end we observe that, recent technological advancements have made it possible to switch and steer the beam of phased antenna arrays within negligible time (order of a few nanoseconds), thus making it possible to schedule angularly-apart users equipments (UEs) in the time domain using a single narrow beam.

UE localization using global positioning system (GPS) in conventional cellular communication has an error range in meters. Such high error is not tolerable in mmWaves employing directional beams. In mmWaves there are various localization methods, such as ray tracing, exhaustive beam searching, and RF-based ranging methods. The ray tracing method requires detailed surrounding and multipath components information, whereas exhaustive searching entails a large beam training data. The complexities of both these methods are proportional to the number of antenna elements at the base station (BS) and the UE. Two most popular localization methods in mmWaves are Angle-of-Arrival (AOA) and Time-of-Arrival (TOA) [4]. Localization accuracy in mmWaves outdoor scenarios, with large antenna array at the BS, single antenna at the UE, and line-of-sight paths using AOA and TOA methods, were studied in [3], [6]. It was shown in [6] that use of extended Kalman filtering can achieve sub-meter accuracy even for mobile devices.

A. Background and motivation

To reduce power consumption and improve spectral efficiency of the mmWave communication system, hybrid beamforming has been proposed in the literature. Hybrid beamforming is a trade-off between analog beamforming and digital beamforming. With a hybrid beamformer having \( N_{RF} \) RF chains at BS, \( N_{RF} \) data streams can be generated simultaneously using \( N \) antennas, such that \( N > N_{RF} \). A survey in [7] discussed various hybrid precoding structure in indoor as well as outdoor mmWave communications. As per IEEE 802.15.3c and IEEE 802.11ad standards, directional communication in mmWaves employs a two-level hierarchical search: a coarse broad beams (codebook design) search at RF level, followed by a fine directed beam search at baseband level. Although having a sub-array instead of a single antenna per RF unit in hybrid beamforming unit contributes to a higher beam directivity compared to digital beamforming, the associated joint RF-baseband signal processing is a computationally intensive task. Thus, there is a requirement of reduced complexity approaches for practical implementation.
complex problem \[8\]. Also, the inter-beam interference and power consumption at the BS are expected to increase with the increasing number of beams in a hybrid precoder \[9\].

The works on hybrid beamforming focus on scheduling UEs by providing a dedicated beam per UE, based on the assumption of sparse UE distribution, \[7\], \[10\]–\[12\]. Moreover, most of the prior works on mmWave consider narrowband channels \[8\], \[10\], whereas practical mmWave channel is frequency-selective due to large bandwidth and beam squat effect. The few works on frequency-selective mmWave channel \[11\], \[13\]–\[15\] consider only one RF chain per UE, i.e., suggest allocating all the OFDM subcarriers to the same UE, which is not advantageous. In \[13\], different UEs are multiplexed over different subcarriers of the OFDM symbol, using fully-connected hybrid precoding. However, each UE baseband data stream is modulated using a separate RF chain, hence requiring \(N_{RF} = M\), where \(M\) is the UE population. With the growing number of data-intensive devices, there can be thousands of mobile devices per square kilometer area where \(M \gg N_{RF}\). A low-complexity selection combining (LCSC) algorithm was proposed in \[14\] to cater to high UE density. LCSC uses space-time multiplexing where it designates a subset of antenna elements of a single RF unit to each UE located within the beam’s coverage area and multiplexes them over different time slots. This scheme suffers from the limitation of reduced beam directivity and coverage since at a particular time only a subset of total array elements is active.

In \[15\], the authors suggested grouping of UEs based on the correlation in angular dimension using joint spatial division multiplexing (JSDM) algorithm, with data of each UE being modulated by a separate RF chain. In this algorithm, the baseband-RF precoding of hybrid precoder having each of the \(N_{RF}\) RF chains connected to all the \(N\) antenna elements (fully-connected structure) is implemented in two-stages. As stated in \[15\], the selection of number of eigenmodes during pre-beamforming in JSDM is a non-trivial optimization problem. This approach gets complex with increased UE population, as it creates additional inter-group interference (a result of imperfect block diagonalization). The complexity of grouping \(M\) UEs in pre-beamforming algorithm at RF level increases with \(M\) as \(O(M^2)\). Besides high complexity, selection of appropriate \(N_{RF}\) is itself challenging while keeping hardware cost and power within budget.

We argue that there is a need to model a system of lower complexity that can provide reliable and fair services while optimally utilizing the available resources in mmWave multi-user cellular communications. As mentioned earlier, analog beamforming offers the most economical and reduced complexity designs; coupled with scheduling capabilities, it can provide satisfactory Quality-of-Service (QoS) to the UEs with high energy efficiency at the BS. In the context of analog beamforming, the authors in \[3\] surveyed several codebook designs and optimization techniques to find optimum beamwidth with reduced protocol overhead in a two-level exhaustive beam search procedure and also to reduce transmitter-receiver beam misalignment. Here also, these optimization problems target only indoor communication where single UE is served per RF chain, which is feasible only for small indoor population \[16\]. The performance of such schemes degrades in outdoor mmWave communication with high user density.

Another notable point is that most of the mmWave research focus on improving data rates and overcoming blockage effects through enhanced SNR (or radiated power density) by increasing transmit beamforming gain. For example, the approach in \[17\] estimates the optimal beamwidth that provides increased signal strength at the UE to overcome blockage effects. But increased power density causes elevated radiation hazard in the environment. The Federal Communications Commission (FCC) guidelines have defined limits on peak equivalent isotropically radiated power (EIRP) for communication over mmWaves to ensure health safety \[18\]. Accordingly, we are motivated to study the mmWave system performance while maintaining the same radiation level in the cell.

In this paper, we consider a 2-dimensional (2-D) scenario where a single analog beam serves a cell in a time-multiplexed fashion while keeping the EIRP level same in the cell, invariant of the antenna gain. The cell is sectorized into \(S\) similar disjoint sectors based on half-power beamwidth (HPBW) \(\theta\) of the analog beam. \(S\) decreases with increasing \(\theta\), and vice versa. We aim to find \(S^*\) instead of \(\theta^*\) because of mathematical convenience. The beam sweeps the area in either clockwise or counter-clockwise direction. As \(\theta\) decreases, the total transmit power required to cover the same cell range per sector decreases, and the channel spatial reuse factor of the cell increases, whereas the time delay between the next schedule of each sector increases. Unlike in \[15\], the complexity of UE grouping algorithm in this model is independent of UE population. In the proposed scheme, multiple UEs are served simultaneously using OFDM in a single time slot per RF chain. Depending on UE density and distribution, a smaller value of \(\theta\) may result in certain sectors having no UEs at all. In that case, the total cell sweep time can be reduced by not scheduling those sectors, thereby saving transmit energy. We ask the following question: What should be the optimum width of transmitted signal beam to cater to a specific UE distribution while jointly maximizing the average long-run UE data rate and energy efficiency of the BS?

To the best of our knowledge, this mmWave system behaviour has not been studied in the literature. Moreover, with huge bandwidth availability in mmWaves, employing time division multiple access scheduling to angularly spreaded UEs with large fixed time slots (e.g., 1 ms) may not be efficient \[19\]. We note that, in FCC guidelines, 5G systems can have variable-duration transmission units according to services and applications context. Thus, it is also worth studying the effect of variable scheduling based on different factors, such as UE distribution and channel conditions, on system performance. In \[5\] it was noted that, for static UEs with transmit beamforming, the position estimation error is inversely proportional to antenna array size. Along this line, with analog beamforming at BS, keeping EIRP constant irrespective of beamwidth, the effect of localization might have some role in deciding the optimal sector beamwidth in downlink mmWave communications. This is also an aspect of investigation in this work.
B. Contribution

Key contributions of this work are as follows:

a) This paper proposes and studies a prototype employing a single analog beam to cater to the outdoor UE population in wideband mmWave communications using a sectored-cell with time multiplexing approach. A narrow beam of optimally-chosen beamwidth, generated from an RF chain, serves multiple UEs during the beam sojourn time using the OFDMA scheme, as opposed to single UE per beam in the existing literature. The effect of channel frequency selectivity along with the minimum QoS requirements of each UE is considered in performance evaluation. As an extension, a comparison between a single beam system and multiple beams system is also studied; it is noted that while transmission over multiple analog beams may achieve a higher average long-run UE rate with respect to the single analog beam system, it is always at the cost of reduced BS energy efficiency.

b) An optimization problem is formulated to find the optimum sectorization scheme for the single analog beam system that maximizes the average long-run UE rate (average of all UEs' rates with each UE rate averaged over cell sweep time) and BS energy efficiency. It is observed that a Pareto optimal trade-off exists between average long-run UE rate and BS energy efficiency.

c) A method of reduced complexity is proposed to estimate optimal sectorization scheme for average long-run UE rate maximization for a given UE population.

d) For catering to non-homogeneous UE distribution using single beam, a variable-time scheduling per sector is formulated. The studies reveal that, for non-uniformly distributed UEs, variable time scheduling scheme provides considerably improved performance in terms of maximum achievable average long-run UE rate as well as BS energy efficiency.

e) Lower bounds on UE position estimation error is derived for analog beamforming using a practical antenna radiation pattern of the array. The impact of position error on the optimal beamwidth selection is also investigated.

C. Organization

System model is presented in Section II. Sector sum rate maximization and optimum sector beamwidth optimization problem along with analysis are presented in Section III. Simulation results are presented in Section IV, and concluding remarks are drawn in Section V.

Notations: For a vector $A$, $A(n)$ indicates the $n$th element of the vector. $| \cdot |$ and $\cup$ denote cardinality and set union, respectively. $O$ denotes algorithm run-time complexity.

II. SYSTEM MODEL

This section outlines the system model in a 2-D outdoor cellular scenario. Let there be a BS with one RF unit and $M$ UEs $\{x_1, x_2, \ldots, x_M\}$, distributed over a cell. Each UE $x_i$ has a distribution according to some probability function $Q(x_i)$ in $\mathbb{R}^2$. Let $S$ be a set; its elements denote the total number of sectors $S$ in a cell when it is sectorized into equal and identical regions of angular width $\theta$, i.e., $S = \{S|S = \lceil 2\pi/\theta \rceil, \theta_{min} \leq \theta \leq \theta_{max}\}$. Let $s$ denote the index of a particular sector, i.e., $s = \{1, \ldots, S\}$ when the total number of sectors is $S \in S$. Then, the probability of finding a UE in the $s$th sector of a given sectorization $S \in S$ scheme given by $Q(s)$ [20]. In case of uniform UE distribution, the probability of finding a UE in a sector is $Q(s) = 1/S$ for $s = 1, \ldots, S$. To model non-uniform UE distribution a cell is divided into $Z$ identically wide zones with the probability of distribution of each UE in the $z$th zone being $p_z$, such that $\sum_{z=1}^{Z} p_z = 1$.

The UEs are considered to be equipped with a single omnidirectional antenna and BS has a uniform linear array (ULA) consisting of $N$ identical isotropic antenna elements connected to an RF chain. Maximum gain of ULA is at steering angle $\phi = 0^\circ$ and is equal to $NG_0$, where $G_0$ is single antenna element gain. The beam gain $G$ is assumed constant and equal to maximum gain within the sector and zero outside [16]. The HPBW of a beam is $\theta = 2/N$ radians, that divides the cell into $S = \lceil 2\pi/\theta \rceil$ similar disjoint sectors. Let $P_{tot}$ be the total transmit power available at the BS. EIRP ($= P_{tot}G_0$) of the BS is kept constant so that the cell coverage is static irrespective of the beam directivity. Therefore, to maintain the same SNR at UE at a distance $d$, the transmit power requirement in a sector of $\theta$ HPBW is calculated as:

$$P_t = \text{EIRP}/G = P_{tot}/N.$$ (1)

The channel model between UE and BS at mmWave is quite different from conventional cellular networks. There exists either a line-of-sight (LOS) link or non-line-of-sight (NLOS) link due to presence of large obstacles. Considering the study in [21], the probability of a link being in LOS for the $k$th UE at distance $d$ from BS is $Pr(d) = 1/(1 + e^{d_2(d-d_1)})$, where $d_1 = 97$ and $d_2 = 0.0034$. Let $\gamma_{n,k}(d)$ be a parameter that denotes the combined channel state and location information of the $k$th UE, at a distance $d$, over the $n$th subcarrier, which is expressed as:

$$\gamma_{n,k}(d) = \frac{\left|h_{n,LOS}^{n,k}\right|^2Pr_{LOS}^{n,k}Pr(d) + \left|h_{n,NLOS}^{n,k}\right|^2(1-Pr(d))P_{NLOS}^{n,k}}{N_0B/N_cGG_c}.$$ (2)

$N_c$ is the total number of subcarriers from a set of subcarriers denoted by $N_c$, $G$ and $G_c$ are respectively transmitter and receiver antenna gain, $N_0$ is the noise power spectral density, $B$ is the total channel bandwidth, $h_{n,LOS}^{n,k}$ and $h_{n,NLOS}^{n,k}$ are small scale LOS and NLOS channel parameters of $k$th UE over $n$th subcarrier that are respectively Rician and Rayleigh distributed, and $Pr_{LOS}^{n,k}$ and $P_{NLOS}^{n,k}$ are the LOS and NLOS components of path loss of $k$th UE at a distance $d$.

When a receiver receives signals from various directions,
narrow beam increases effective path loss, as some of the MPCs get blocked due to reduced beamwidth. This decreases the overall signal power reception. Thus, the beamwidth dependent path loss model, for both LOS and NLOS link, is \( PL = PL(d) + \Delta PL(\theta) \) [dB]. Here, \( PL(d) \) denotes the beamwidth independent path loss and \( \Delta PL(\theta) \) denotes the additional path loss due to loss of MPCs with narrow beamwidth. The angle independent path loss for LOS and NLOS link are obtained as [22]:

\[
PL_{LOS}(d) = 61.4 + 20\log_{10}(d) + N(0, 33.64) \quad [\text{dB}]
\]

\[
PL_{NLOS}(d) = 72.0 + 2.92 \times 10\log_{10}(d) + N(0, 75.69) \quad [\text{dB}]
\]

\[(3)\]

\( \Delta PL(\theta) \) at a fixed operating carrier frequency is \( \Delta PL(\theta) = \zeta [\pi/(180^\circ \times \theta) - 1/360^\circ] \) [23], where \( \zeta \) is a constant for LOS (\( \zeta_{LOS} \)) and NLOS (\( \zeta_{NLOS} \)).

Thus, the data rate \( r_{n,k} \) for the \( k^{th} \) UE over the \( n^{th} \) subcarrier is \( r_{n,k} = (B/N_c) \log_2(1 + P_{n,k} \gamma_{n,k}) \), where \( P_{n,k} \) is the power of \( k^{th} \) UE over \( n^{th} \) subcarrier. In order to perform water-filling over the subcarriers, perfect channel knowledge of all UEs is considered at the BS.

### III. Problem Formulation and Analysis

This section describes the problem formulation for optimal sectorization scheme \( S^* \) (or optimal sector beamwidth \( \theta^* \)) in a cell under different scenarios. Firstly, we estimate \( S^* \) that maximizes the average long-run UE rate and BS energy efficiency, assuming perfect UE location knowledge at the BS. Next, when the BS has only an estimated position of the UEs using analog beamforming, we derive a lower bound on localization error and incorporate it to find \( S^* \).

#### A. Optimal sectorization scheme with perfect UE location information

Here we present the steps involved in estimating \( S^* \) for the model described in Section [I]. For a sectorization scheme, \( S \in \mathcal{S} \) each of the sectors has a full channel for its use. Hence, the sum rate of a sector during its schedule time, i.e., instantaneous sum rate, can be maximized independently. Consequently, the problem of finding optimal beamwidth can be divided into two parts. First, for a given value of \( S \), we find the instantaneous sum rate for all of the active sectors (sectors with at least one UE) independently. After that, using an exhaustive search over all sectorization schemes \( S \in \mathcal{S} \), we estimate \( S^* \) that maximizes the average long-run UE rate and BS energy efficiency. Further, we provide a reduced complexity method that estimates a sub-optimal sectorization scheme \( \hat{S} \) for a given UE population without exhaustive search.

1) Instantaneous sum rate maximization per sector

Instantaneous sum rate maximization problem using OFDM in \( s^{th} \) sector of a sectorization scheme \( S \in \mathcal{S} \), with minimum instantaneous rate constraint \( R_0 \) per UE (except for the UEs in outage) and maximum available transmit power \( P_t \) (given by \([I]\)), is formulated as:

\[
\begin{align*}
(P1) : \max_{\pi_{n,k}, \bar{R}_{n,k}} & \quad \sum_{k=1}^{K_s} \sum_{n=1}^{N_c} R_{n,k}\bar{R}_{n,k} \\
\text{s.t.} & \quad C11 : \sum_{k=1}^{K_s} \pi_{n,k} \leq 1, \quad \forall n \\
& \quad C12 : \sum_{n=1}^{N_c} r_{n,k} \pi_{n,k} \geq R_0, \quad \forall k \\
& \quad C13 : \pi_{n,k} \in (0, 1), \quad \forall n, k \\
& \quad C14 : \sum_{k=1}^{K_s} \sum_{n=1}^{N_c} P_{n,k} \leq P_t \\
& \quad C15 : P_{n,k} \geq 0, \quad \forall n, k \\
\end{align*}
\]

where the UE–subcarrier association variable \( \pi_{n,k} = 1 \) if \( k^{th} \) UE assigned \( n^{th} \) subcarrier; 0 otherwise. The resources are allocated only to \( K_s \leq K'_s \) UEs that are not in complete outage. Here, \( K'_s \) is the set of UEs falling in the \( s^{th} \) sector such that \( \bigcup_{n \in \mathcal{N}} K'_n = M \). We define \( k^{th} \) UE to be in outage if \( \gamma_{n,k} < \gamma_{th} \). Here, \( \gamma_{th} \) is the threshold channel state value, \( k = 1, 2, \ldots, K_s \).

\( P1 \) jointly allocates subcarriers and power to maximize the achievable sum rate and is a mixed-integer non-convex programming problem. Such problems are Non-deterministic Polynomial time (NP)-hard and not computationally efficient. The Lagrangian of \( P1 \) is formulated as:

\[
\begin{align*}
\mathcal{L}(\pi_{n,k}, P_{n,k}, \bar{R}_k, \bar{\lambda}) &= \sum_{k=1}^{K_s} \sum_{n=1}^{N_c} r_{n,k} \pi_{n,k} + \\
& \quad \sum_{k=1}^{K_s} \bar{R}_k \left( \sum_{n=1}^{N_c} r_{n,k} \pi_{n,k} - R_0 \right) - \bar{\lambda} \left( \sum_{k=1}^{K_s} \sum_{n=1}^{N_c} P_{n,k} - P_t \right) \\
& = \sum_{n=1}^{N_c} \sum_{k=1}^{K_s} (r_{n,k} \pi_{n,k} (1 + \bar{R}_k) - \bar{\lambda} P_{n,k}) - \sum_{k=1}^{K_s} \bar{R}_k R_0 + \bar{\lambda} P_t \\
& = \sum_{n=1}^{N_c} \mathcal{L}(\pi_{n,k}, P_{n,k}, \bar{R}_k, \bar{\lambda}) - \sum_{k=1}^{K_s} \bar{R}_k R_0 + \bar{\lambda} P_t
\end{align*}
\]

where \( \bar{\lambda} \) is the Lagrange multiplier for power constraint \( C14 \) and \( \bar{R}_k \) \( \forall k \) are the Lagrange multipliers for rate constraint \( C12 \). In order not to violate complementary slackness condition \( \lambda \geq 0, \bar{R}_0 \geq 0 \forall k \). The binary variable constraints \( C11, C13 \), and positive power constraint \( C15 \) are not included into the Lagrangian formulation to circumvent unnecessary complexity but are considered at later stage. This method will not alter the solution. Further, the optimization problem satisfies the time-sharing condition [24]. Hence, the duality gap is zero, i.e., the dual function solution is same as the primal function solution. The Lagrangian dual function is:

\[
g(\bar{R}_k, \bar{\lambda}) = \max_{\pi_{n,k}, \bar{R}_n,k} \mathcal{L}(\pi_{n,k}, P_{n,k}, \bar{R}_n,k, \bar{\lambda})
\]

s.t. : \( C11, C13, C15 \).

The above equation can be decomposed into the following \( N_c \)
independent problems as:
\[
g' (\bar{\eta}_k, \bar{\lambda}) = \max_{P_{n,k}} \mathcal{L}_n(\pi_{n,k}, P_{n,k}, \bar{\eta}_k, \bar{\lambda})
\]
\[
\text{s.t. : } C15.
\]
Assuming \(k^{th}\) UE is active on \(n^{th}\) subcarrier, (7) reduces to
\[
g' (\bar{\eta}_k, \bar{\lambda}) = \max_{P_{n,k}} \pi_{n,k} \frac{B(1 + \bar{\eta}_k)}{N_c} \log_2(1 + P_{n,k} \gamma_{n,k}) - \bar{\lambda} P_{n,k}
\]
\[
\text{s.t. : } C15.
\]
(8) is concave in \(P_{n,k}\). Hence by Karush-Kuhn-Tucker (KKT) condition the solution to optimal power allocation \(P'_{n,k}\) is:
\[
\frac{\partial \mathcal{L}_n(\pi_{n,k}, P_{n,k}, \bar{\eta}_k, \bar{\lambda})}{\partial P_{n,k}} = \frac{(B/N_c) \pi_{n,k} \gamma_{n,k}(1 + \bar{\eta}_k)}{\ln 2(1 + P_{n,k} \gamma_{n,k})} - \bar{\lambda} = 0.
\]
Incorporating the constraint \(C15\), from (9) we have
\[
P'_{n,k} = \left[\frac{(B/N_c) \pi_{n,k}(1 + \bar{\eta}_k)}{\ln 2 \gamma_{n,k}} - \frac{1}{\gamma_{n,k}}\right]^+
\]
where \([x]^+ = \max(x, 0)\), \(\lambda^*\) is the optimal dual variable corresponding to power constraint, and \(\bar{\eta}^*_k\) is the optimal dual variable corresponding to minimum rate constraint of the \(k^{th}\) UE.

The Lagrangian variables are updated using sub-gradient based approach [25] as follows:
\[
\bar{\lambda}^{i+1} = \left[\bar{\lambda}^{(i)} - \epsilon^{(i)} \left(P_l - \sum_k \sum_n \pi_{n,k} P'_{n,k}\right)\right]^+\]
\[
\bar{\eta}_k^{(i+1)} = \left[\bar{\eta}_k^{(i)} - \epsilon^{(i)} \left(\sum_n \pi_{n,k} r_{n,k} - R_0\right)\right]^+ \forall k
\]
where \(\epsilon^{(i)}\) is the step size at \(i^{th}\) iteration and is chosen according to the constant step size policy, independent of iteration number. Update of \(\bar{\eta}_k\) ensures the minimum rate constraint. Finally, the UE–subcarrier combination is selected that offers the maximum sum rate while satisfying minimum rate constraint of all the UEs.

**Proposed sub-optimal algorithm:** The above exhaustive search method requires the execution of water-filling algorithm for at least \(K_sN_c\) times. To address this, we convert the optimization problem \(P1\) into a sub-optimal problem of lower complexity, leveraging the fact that sum rate maximization incurs a negligible penalty when only channel adaptive subcarrier allocation is performed [26]. The steps involved in sub-optimum optimization approach are:

(i) To reduce complexity at a starting resource allocation step, we divide the total transmit power \(P_t\) equally among all the subcarriers, i.e., if \(\pi_{n,k} = 1\) then \(P_{n,k} = P_t/N_c\).

(ii) Initially we allocate each subcarrier to a UE with the best channel condition without considering the rate constraints \(C12\) [26]. Hence, the initial optimal UE–subcarrier association to the \(n^{th}\) subcarrier is found as \(k'(n) = \arg\max_k r_{n,k}\).

(iii) Subcarrier allocation from step (ii) does not satisfy the constraint \(C12\). Therefore, we carry out the subcarrier allocation on a user-by-user basis for all UEs to satisfy the minimum rate constraints (unless they are in complete outage) using cost function approach [26]:
\[
c_{n,k} = \frac{(r_{n,k'}(n) - r_{n,k})}{r_{n,k}}
\]
where \(k'(n)\) is the user that is initially assigned to \(n^{th}\) subcarrier from step (ii). The cost function is proportional to the reduction in overall sum rate. For \(k^{th}\) UE that does not satisfy the constraint \(C12\), the \(\tilde{n}^{th}\) subcarrier assigned to meet its minimum rate requirements is found as \(\tilde{n} = \arg\min_n c_{n,k}\). Further, during subcarrier reallocation the \(\tilde{n}^{th}\) subcarrier that was initially associated to \(k'(\tilde{n})^{th}\) UE should not be reallocated to another UE if this reallocation violates the minimum rate constraint of the original UE, i.e., \(\tilde{n}^{th}\) subcarrier is not allocated to \(k^{th}\) UE if \(R(k') - r_{n,k'} < R_0\), where \(R(k') = \sum_{n=1}^{K_s} \pi_{n,k} r_{n,k'}\).

**Remark 1.** \(P1\) has a feasible solution if \(K_s \leq N_c\) and the value of \(R_0\) is appropriately chosen. In case \(K_s > N_c\), the subcarriers are assigned to only \(N_c\) UEs having best channel conditions among \(K_s\) UEs, with minimum rate requirement fulfillment of only \(N_c\) UEs while the remaining \(K_s - N_c\) UEs will be considered in outage in that cycle of sector sweep.

**Remark 2.** When the value of \(K_s\) is very low, the subcarrier allocation algorithm does not utilize the channel capacity to its maximum, as there may be some subcarriers that are not assigned to any UE due to deep fade. When the \(K_s\) increases, the probability of a subcarrier being in deep fade simultaneously for all the UEs decreases, thereby increasing overall sum rate (channel utilization). However, when the value of \(K_s\) is sufficiently high, assigning a subcarrier to a UE whose rate constraint was not satisfied earlier (from step (ii)) instead of the UE with best channel gain over the subcarrier, leads to a decrease in overall sum rate.

(iv) During UE–subcarrier assignment in steps (ii) and (iii) equal power allocation per subcarrier is considered, as given in step (i). Hence, in order not to violate minimum rate constraints of UEs while executing water-filling, each UE is offered a share of total transmit power proportional to the number subcarriers assigned to it. Therefore, the problem of power assignment to UEs further reduces to solving power allocation to each UE over its set of assigned subcarriers, independent of other UEs. Hence, the power assignment optimization of \(k^{th}\) UE over its assigned set of subcarriers \(\Omega_k\) (step (iii)) is expressed as:
\[
(P2) : \max_{P_{n,k}} \sum_{n \in \Omega_k} r_{n,k}
\]
\[
\text{s.t. } C21 : \sum_{n \in \Omega_k} P_{n,k} \leq \frac{\pi_k P_t}{N_c}
\]
\[
C22 : P_{n,k} \geq 0, \forall n \in \Omega_k.
\]
The Lagrangian of $P2$ is formulated as:
\[
\mathcal{L}_k(\{P_{n,k}\}_{n \in \Omega_k}, \lambda_k) = \sum_{n \in \Omega_k} r_{n,k} - \lambda_k \sum_{n \in \Omega_k} \left( P_{n,k} - \frac{|\Omega_k| P_t}{N_c} \right)
\]
where $\lambda_k$ is the dual variable associated with maximum power constraint $C21$. Since (13) is concave in $P_{n,k}$, from KKT conditions it follows:
\[
\frac{\partial \mathcal{L}_k(\{P_{n,k}\}_{n \in \Omega_k}, \lambda_k)}{\partial P_{n,k}} = \frac{(B/N_c) \gamma_{n,k} n_k - \lambda_k}{\ln(1 + P_{n,k} \gamma_{n,k})} - \lambda_k = 0
\]

\[
P_{n,k}^* = \left[ \frac{(B/N_c) \gamma_{n,k} n_k - \lambda_k}{\ln(1 + P_{n,k} \gamma_{n,k})} - \lambda_k \right]^+ \tag{14}
\]

where $\lambda_k^*$ is the optimal dual variable corresponding to power constraint of the $k^{th}$ UE and is found using sub-gradient method with sufficiently small constant step size $\epsilon$, given as:
\[
\lambda_k^{(i+1)} = \left[ \lambda_k^{(i)} - \epsilon \left( \frac{|\Omega_k| P_t}{N_c} - \sum_n P_{n,k}^* \right) \right]^+. \tag{16}
\]

Steps (i) to (iv) solve the original constrained problem in a sub-optimum way. The optimal solution of $P1$ is an upper bound on the sub-optimum solution obtained using $P2$. Both the solutions show similar behaviour on varying parameters, which we have verified via simulation in Section IV. Thus, to calculate the instantaneous rate of all the UEs in the active sectors sub-optimum approach is used that significantly reduces computation complexity.

**Remark 3.** In this paper, $S^*$ is estimated by comparing system performance over all sectorization schemes $S \in S$, which is a relative analysis. Hence, the qualitative nature of the solution of $P1$ is of more interest than its quantitative nature. Therefore, the instantaneous rate allocation can be done with other resource allocation techniques as well.

2) **Sector beamwidth optimization**

We use the average long-run UE rate to evaluate the QoS of the system from UE’s perspective. Let $t_s$ be the time spent by the beam in $s^{th}$ sector and $R_{k,s}$ be the instantaneous rate of $k^{th}$ UE in the $s^{th}$ sector during beam sojourn time $t_s$ of the sectorization scheme $S \in S$. Also, let $S_1(S) = \{ s | K_s \neq 0, \forall s \in \{1, \ldots, S\} \}$ denote the support of $s$ of a particular $S \in S$. Then long-run data rate $R_{k,s}$ of $k^{th}$ UE in $s^{th}$ sector is:
\[
\hat{R}_{k,s} = \frac{R_{k,s} t_s}{\sum_{s \in S_1(S)} t_s}. \tag{17}
\]

Hence, the average of long-run UE rate in sectorization scheme $S$ is:
\[
\bar{R}(S) = \frac{1}{M} \sum_{s \in S_1(S)} \sum_{k=1}^{K_s} \hat{R}_{k,s}. \tag{18}
\]

Solving for the optimal resource allocation for sum rate maximization with rate constraints result in non-uniform rate distribution among the UEs. Therefore, we use Jain’s fairness index \(^{[27]}\) to characterize fairness of the long-run UE rate distribution. In general it is defined as:
\[
J(S) = \frac{1}{M} \frac{\sum_{j=1}^{M} \hat{R}_j^2}{\left( \sum_{j=1}^{M} (\hat{R}_j)^2 \right)^{\frac{1}{2}}}, \tag{19}
\]

where $\hat{R}_j$ is the long-run UE rate of $j^{th}$ UE. Another parameter of interest is the energy efficiency at BS achieved by a particular sectorization scheme $S \in S$. Energy efficiency is defined as the ratio of total number of bits transmitted to the total energy consumed in transmitting those bits. For a sectorization scheme $S$, it is given as:
\[
\bar{E}(S) = \frac{\sum_{s \in S_1(S)} \sum_{k=1}^{K_s} R_{k,s} t_s}{\sum_{s \in S_1(S)} \sum_{n=1}^{N_c} \sum_{k=1}^{K_s} P_{n,k} t_s}. \tag{20}
\]

To find $S^*$ that maximizes $\bar{R}$ and $\bar{E}$, the multi-objective optimization (MOP) is expressed as:
\[
(P3) \quad \text{MOP : } \argmax_{S \in S} [\bar{R}(S), \bar{E}(S)]. \tag{21}
\]

Both average long-run UE rate $\bar{R}$ and BS energy efficiency $\bar{E}$ are functions of $S$. It is possible that the two objectives are of conflicting nature, i.e., in choosing the optimal sectorization scheme $S^*$, there exists a trade-off between $\bar{E}$ and $\bar{R}$. In such a situation the solution to MOP problem consists of a complete set of dominated solutions, known as the Pareto Set.

**Definition:** A decision vector $S^* \in S$ is Pareto-optimal if there exists no other feasible decision vector $S \in S$ that dominates $S^*$, i.e., $S^*$ is strictly better than $S$ in all objectives.

In order to find Pareto-optimal points, we use single objective optimization problem (SOP) approach \(^{[28]}\) for a given $\bar{R}$ (i.e., fixing the value of one of the objectives) as shown below:
\[
(P4) \quad \text{SOP}(\bar{R}) : \argmax_{S \in S} \bar{E}(S). \tag{22}
\]

For a given value of $\bar{R}$, let $S^*$ be an optimal solution of $P4$, with corresponding objective value $\bar{E}^*$. Then $S^*$ is a Pareto-optimal solution to MOP. This process is repeated for different values of $\bar{R}$, and thus a set of Pareto optimal $(\bar{R}, \bar{E}^*)$ combinations is achieved.

**Proposed reduced-complexity method:** The method discussed so far performs exhaustive search over all $S \in S$ in order to determine the optimal number of sectors $S^*$ that maximizes average long-run UE rate for a given UE population. This procedure needs to be re-executed if the UE population changes. To reduce online computation requirements, we propose a reduced-complexity method for estimating sub-optimal $S^*$ that achieves maximum average long-run UE rate without having to solve the complete optimization problem when the UE population changes.

In fixed time scheduling, let $t_1 = t_2 = \cdots = t_S = T$, then total cell sweep time is $\sum_{s \in S_1(S)} t_s = T \times |S_1(S)|$. From (17) and (18), average long-run UE rate is:
\[
\bar{R}(S) = \frac{\sum_{s \in S_1(S)} \sum_{k=1}^{K_s} R_{k,s} t_s}{M \sum_{s \in S_1(S)} t_s} = \frac{\sum_{s \in S_1(S)} \sum_{k=1}^{K_s} R_{k,s} t_s}{M \times T \times |S_1(S)|}. \tag{23}
\]
Since it is assumed that a given value of \( S \in S \) partitions the cell into identical disjoint sectors, the resource allocation of a sector is independent of other. Another notable point is that the individual sector’s sum rate is a function of the number of UEs \( K_s \) present in \( S \)th sector (see Remark 2) and of sectorization scheme \( S \) (because of variation of path loss with \( \theta \)).

Let for a sectorization scheme \( S \in S \) and \( M \) uniformly distributed UEs, each active sector has \( K_s \approx M/|S| \) UEs with corresponding sector sum rate \( R_{sum} \) during \( T \). Then, \( R_{sum} \) can be approximated as:

\[
\bar{R}(S) \approx \frac{|S_1| \times R_{sum} \times T}{M \times T \times |S|} = \frac{R_{sum}}{M}. \tag{24}
\]

Hence, maximization of the average long-run UE rate is essentially to maximize the sum rate of each sector for a given UE population. To maximize \( R_{sum} \) we need to solve the optimization problem \( \mathcal{P}1 \) for \( 1 \leq K_s \leq N_c \). But \( \mathcal{P}1 \) is an NP-hard problem. Therefore, we solve it in a sub-optimum way as described in Section III-A1. Thereafter, to find sub-optimal sectorization scheme \( S^* \) with reduced complexity method, we use a dictionary based approach. In this, a dictionary containing the sector sum rates corresponding to all combinations of sectorization schemes and the number of UEs in a sector is pre-calculated at BS using the statistical channel and UE distribution. The dictionary is then used to directly find \( S^* \) for any given UE population.

The maximum number of UEs supported per sector is equal to the number of subcarriers. Let the dictionary \( R_{sum} \) be a matrix of sector sum rates with dimensions equal to \( |S| \times N_c \). Hence, \( R_{sum}(S, K_s) \) corresponds to the sum rate when the sectorization scheme is \( S \) and number of UEs in a sector is \( K_s \). Once \( R_{sum} \) is known, \( S^* \) for \( M \) uniformly distributed UEs is found as:

\[
\hat{S}^* = \arg\max_{S \in S} R_{sum} \left( S, \frac{M}{|S|} \right). \tag{25}
\]

Similarly, maximization of average long-run UE rate with non-uniformly distributed UEs is synonymous to maximizing throughput of the highest populated zone which is the driving factor of the overall cell throughput. So, in case of \( M \) non-uniformly distributed UEs \( S^* \) is found as:

\[
\hat{S}^* = \arg\max_{S \in S} R_{sum} \left( S, \left[ \frac{M p_{max}}{S \times Z} \right] \right) \tag{26}
\]

where \( Z \) is the total number of zones in a cell, and \( p_{max} = \max_z \{ p_z \} \) where \( z = 1, 2, \ldots, Z \).

3) Variable time scheduling

To account for the possibility of non-uniform UE distribution in a cell we study two scheduling schemes, namely, fixed time scheduling and variable time scheduling. In fixed time scheduling, \( t_s = T \) if \( K_s \neq 0 \); 0 otherwise. In variable time scheduling, the schedule time \( t_s \) of each active sector is a function of the number of UEs in the that sector, i.e., \( t_s \propto K_s^\alpha \), where \( \alpha \) is the shaping parameter that governs the nature of scheduling time. \( \alpha = 0 \) corresponds to a fixed time scheduling scheme. Besides, we observe that as \( \theta \) decreases the number of UEs located within a sector decreases. Also, the spatial frequency reuse factor of the cell is improved. As a result, UEs benefit from spatial multiplexing gain which provides improved fairness among UEs.

**Lemma 1:** For a fixed \( \alpha \) and \( K_s \leq N_c \), Jain’s fairness index \( J \) is an increasing function of \( S \), when resource allocation is performed using sum rate maximization approach.

Proof: Given in the Appendix A

We consider fairness index of fixed time scheduling scheme \( J_{\alpha}(S) \) at \( \alpha = \alpha_0 = 0 \) as a benchmark for the variable time scheduling. Here, \( S^* \) is the optimal sectorization scheme such that \( S^* = \arg\max_{S \in S} \bar{R}_{\alpha}(S) \). Thus, the benchmark of the maximum average long-run UE rate and energy efficiency are \( \bar{R}_{\alpha}(S^*) \) and \( E_{\alpha}(S^*) \), respectively. Algorithm 1 and algorithm 2 find the optimum shaping parameter \( \alpha_R \) and \( \alpha_E \) that maximizes the average long-run UE rate and energy efficiency, respectively, without compromising on fairness achieved with fixed scheduling scheme at \( S^* \). Let \( S^{*\alpha} \) and \( S^{*\alpha_E} \) be the optimal sectorization scheme at \( \alpha_R \) obtained using algorithm 1 and \( \alpha_E \) obtained using algorithm 2 respectively.

The input to the Algorithm 1 is the instantaneous rate \( R_{k,s} \) of all UEs, obtained in Section III-A1; \( \bar{R}_{\alpha}(S), J_{\alpha}(S), \text{ and } E_{\alpha}(S) \) are calculated using the relation \( t_s \propto K_s^\alpha \) in (18), (19), and (20), respectively for all possible sectorization schemes \( S \in S \). Next, a counter \( j \) is initialized with a suitable step size \( \delta \). For the \( j \)th iteration, we search for \( \alpha_R \) (if any) such that \( \bar{R}_{\alpha_R}(S^{*\alpha}) > \bar{R}_{\alpha_R}(S) \) while maintaining the required conditions \( J_{\alpha_R}(S^{*\alpha}) \geq J_{\alpha_R}(S^*) \) and \( E_{\alpha_R}(S^{*\alpha}) \geq E_{\alpha_R}(S^*) \). The iteration continues to increment \( \alpha_j \) and update \( \alpha_R \) till a stopping condition is met (as given in the algorithms). The stopping condition is explained as follows. When \( \alpha \) is sufficiently high, variable time scheduling scheme allocates more time to the sectors with high value \( K_s \) and nearly zero time to sparsely populated sectors, thus degrading the fairness, i.e., \( J_{\alpha_R}(S) < J_{\alpha_R}(S) \forall S \). However, from Lemma 1 we know that for a fixed value of \( \alpha \) the fairness index \( J_{\alpha}(S) \geq J_{\alpha}(S) \) for \( S > S^* \). Combining the above two deductions, the feasible search region of \( \alpha_R \), given a benchmark fairness index, is given by the condition \( J_{\alpha}(S = 360) \geq J_{\alpha}(S) \geq J_{\alpha}(S) \).

**Algorithm 1: \( \alpha_R \) search algorithm**

**Input:** \( R_{k,s} \forall S \in S \)

**Output:** \( \alpha_R \)

**Initialize:** \( j = 1, \alpha_R = \alpha_0 = 0, \delta = 0.1 \);

**Find:** \( S^{*\alpha} = \arg\max_{S \in S} \bar{R}_{\alpha}(S), \bar{R}_{opt} \leftarrow \bar{R}_{\alpha}(S^*) \);

**while** true **do**

\( \alpha_j = \alpha_{j-1} + \delta \);

Compute: \( \bar{R}_{\alpha_j}(S), J_{\alpha_j}(S), E_{\alpha_j}(S) \) \forall S;

if \( J_{\alpha_j}(S = 360) < J_{\alpha_j}(S^*) \) then **break**; (Stopping condition)

end

for \( i = S^*: 360 \) **do**

if \( J_{\alpha_j}(i) \geq J_{\alpha_j}(S^*) \) and \( \bar{R}_{\alpha_j}(i) > \bar{R}_{opt} \)

\( \bar{R}_{\alpha_j}(i) \geq E_{\alpha_j}(S^*) \) then

\( \alpha_R = \alpha_j, \bar{R}_{opt} = \bar{R}_{\alpha_j}(i), S^{*\alpha} = i \);

end

Increment \( j \);

end
Algorithm 2: $\alpha_E$ search algorithm

Input: $R_{k,s}$, $\forall S \in S$

Output: $\alpha_E$

Initialize: $j = 1$, $\alpha_E = \alpha_0 = 0$, $\delta = 0.1$;

Find: $S^* = \arg\max_{S \in S} R_{\alpha_0}(S), \bar{E}_{opt} = \bar{E}_{\alpha_0}(S^*)$;

while true do

$\alpha_j = \alpha_{j-1} + \delta$;

Compute: $E_{\alpha_j}(S), J_{\alpha_j}(S), \bar{R}_{\alpha_j}(S) \forall S$;

if $J_{\alpha_j}(S = 360) < J_{\alpha_0}(S^*)$ then

| break; (Stopping condition)

end

for $i = S^* : 360$ do

if $J_{\alpha_j}(i) \geq J_{\alpha_0}(S^*) \& \bar{E}_{\alpha_j}(i) > \bar{E}_{opt} \& \bar{R}_{\alpha_j}(i) \geq \bar{R}_{\alpha_0}(S^*)$ then

| $\alpha_E = \alpha_j, \bar{E}_{opt} = \bar{E}_{\alpha_j}(i), S'^* = i$;

end

increment $j$;

end

(we take the maximum possible number of sectors $S = 360$). Therefore, during the search for $\alpha_R$ in Algorithm 1 we keep incrementing $\alpha_j$ till we have $J_{\alpha_j}(S = 360) \geq J_{\alpha_0}(S^*)$; otherwise the optimal shape parameter search algorithm stops. Similarly, Algorithm 2 describes the steps to find the shaping parameter $\alpha_E$ that maximizes BS energy efficiency without compromising on the average long-run UE rate and the fairness achieved using fixed scheduling at $S^*$.

Remark 4. In uniform UE distribution, difference in the values of $K_s$ is minimal, i.e., its variance is nearly zero. Thus, the scheduled time of each sector is approximately the same and is equivalent to the fixed time scheduling scheme. In contrast, the variance of $K_s$ is significant for non-uniformly distributed UEs within the cell.

B. Optimal sectorization scheme with estimated UE position information

In the above study, we assumed that the gain of the beam within a sector is $NG_0$ and zero outside. In practice, the array factor vector of a broadside ULA with half wavelength spacing is (27):

$$\textbf{a}(\hat{\theta}) = \frac{1}{\sqrt{N}} \left[ 1, e^{j(k\bar{d} \sin(\hat{\theta}))}, \ldots, e^{j(N-1)(k\bar{d} \sin(\hat{\theta}))} \right]^T,$$

such that $\|\textbf{a}(\hat{\theta})\|_2 = 1$

(27)

where $\bar{d}$ is the spacing between antenna elements, $\hat{\theta}$ is the angle deviation from the direction of maximum array gain, and $k\bar{d} = \pi$ is the uniform phase shift between two antenna elements. Thus, the resulting gain pattern of the ULA with the array factor given by (27) at an angle $\theta$ is:

$$G(\theta) = N \left[ \frac{1}{N} \sin\left( \frac{N\pi}{2} \sin(\hat{\theta}) \right) \right] \left[ \frac{1}{N} \sin\left( \frac{\pi}{2} \sin(\hat{\theta}) \right) \right]^2,$$

for $-\pi \leq \theta \leq \pi$

(28)

with first null beamwidth (FNBW) of the broadside ULA being $\Theta = 2 \left[ \frac{\pi}{2} \cos^{-1} \left( \frac{2}{N} \right) \right]$. The derivation of ULA gain is provided in Appendix [B].

The position estimation is assumed to be performed at UEs that are continuously listening to the channel for pilot symbols spread over the entire OFDM symbol bandwidth. This data is then reported back to the BS. Also, we assume perfect time synchronization between the transmitter and receiver. We define effective AOA (EAOA), denoted by $\Psi$, as the effective angle of signal arrival at the UE with respect to the beam steering direction of the serving sector. As a result, $\gamma_{n,k}$ given by (29) will be a function of EAOA as well, in addition to distance $d$ from BS, i.e.,

$$\gamma_{n,k}(d, \Psi) = \frac{\left| h_{n,k}^{LOS} \right|^2 P_{\text{los}}^{n,k} \left( d \right) + \left| h_{n,k}^{NLOS} \right|^2 (1 - \left( \text{Pr}(d) \right) P_{\text{los}}^{n,k} \right)}{N_0 B/N_c G(\Psi) G_r}.$$

(29)

This parameter is used at BS for resource allocation purpose as described in Section [III-A]. Due to error in angle estimation, the estimated EAOA of UE at BS is $\Psi$, with $|\Psi - \Psi_c| \geq 0$, as shown in Fig. 2. Therefore, $\gamma_{n,k}(d, \Psi_c)$ of $k^{th}$ UE over $n^{th}$ subcarrier is the effective channel and location parameter at BS, while $\gamma_{n,k}(d, \Psi)$ being the original value.

The UE position information variables are $d$ and $\Psi$. Let $\tau$ be the time-of-flight of signal from BS to UE. In case of a noiseless ideal channel and $G_r = 1$, using TOA and DOA methods, $d, (\Psi)$ are jointly estimated from the equations:

$$\tau = \frac{d}{c}, \text{ and } P_r = P_{\text{los}} G(\Psi)/(4\pi d/\lambda)^2, \text{ where } c \text{ is the speed of light, } P_{\text{los}} \text{ is the known transmitted pilot signal power, and } P_r \text{ is the received power at distance } d \text{ and angle } \Psi.$$

In case of a fading and noisy channel, there will be error in position estimation. At UE, we estimate the position-related parameters $\Psi$ and $\tau$ from LOS received signal only, assuming no NLOS components are received. The channel gain $\beta_m$, for $m = 1, 2, \ldots, N$, for a UE with $\Psi$ EAOA and corresponding $\textbf{a}(\Psi)$ unit norm array response (given by (27)) is nearly same for all its elements, i.e., $\beta_m \approx \beta$. Then the channel vector is:

$$\textbf{h} = \sqrt{N} \beta e^{-j2\pi f_c \tau} \textbf{a}^H(\Psi).$$

(30)

At the BS, OFDM signal $x$ is multiplied by array factor precoding vector $\textbf{a}(\phi)$, where $\phi$ is ULA steering direction relative to the direction of maximum antenna gain. Since the transmitted power of the OFDM symbol with $N$ transmitting antennas is $P_t$, the received signal is:

$$y = \sqrt{N} \beta e^{-j2\pi f_c \tau} \textbf{a}^H(\Psi)s + \nu$$

(31)

where $s = \textbf{a}(\phi)x$ is the transmitted signal with $E[s^H s] = P_t$, $\beta = E_h \left[ h \frac{\left| (d_0/d) \right|^2}{(4\pi d_0)^2} \right], h$ is small scale fading parameter of
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each subcarrier of OFDM symbol, $d_0$ is the reference distance, $l$ is the LOS path loss exponent, and $\nu$ is the noise with distribution $\mathcal{N}(0, \sigma^2)$.

Here, other than $\tau$ and $\Psi$ all other parameters are known apriori. Let $\Gamma = \left[ \tau \ \Psi \right]^T \in \mathbb{R}^{2 \times 1}$ denote the vector of unknown channel parameters. We define $\hat{\Gamma} = [\tau_\epsilon \ \Psi_\epsilon]^T$ to be an unbiased estimator of $\Gamma$, where $\tau_\epsilon$ and $\Psi_\epsilon$ are unbiased estimator of TOA and EAOA (Fig. 2). Also, let $\tilde{G}$ denote the number of transmissions required for UE position estimation using narrow beams. Then the lower bound on position error variance with unbiased estimator $\hat{\Gamma}$ is provided by the Cramer-Rao Lower Bound (CRBL) [30] as:

$$\text{var}(\hat{\Gamma} - \Gamma) \geq - \left[ \mathbb{E}_{\mathbb{Y}|\Gamma} \left( \frac{\partial^2 \log f(Y|\Gamma)}{\partial \Gamma \partial \Gamma^T} \right) \right]^{-1} = (F(\Gamma))^{-1}$$

(32)

where $Y = [y^1, \ldots, y^\tilde{G}]^T$, $\mathbb{E}_{\mathbb{Y}|\Gamma}[]$ denotes parametrized expectation function for $\Gamma$, $f(Y|\Gamma)$ is the conditional likelihood of $Y$ given $\Gamma$, and $F(\Gamma)$ is the Fisher Information Matrix (FIM).

**Lemma 2**: The FIM for the received signal is given as:

$$F(\Gamma) = \frac{1}{N_0 B} \sum_{y=1}^{\tilde{G}} \text{Re}(\nabla y^y \nabla^H y^y).$$

(33)

Proof: Given in Appendix C

Here $\text{Re}(\cdot)$ denotes real part operator, and $\nabla y^y$ is gradient of $y^y$ with respect to $\Gamma$, given as:

$$\nabla y^y = \left[ -j 2 f_c \sqrt{N \beta} \exp \left( (-j 2 \pi f_c \tau) \right) \mathbf{a}^H(\Psi) \mathbf{a}(\phi) y^y \right] \left[ -j 2 \pi \cos \Psi \sqrt{N \beta} \exp \left( (-j 2 \pi f_c \tau) \right) \mathbf{a}^H(\Psi) \mathbf{a}(\phi) y^y \right].$$

(34)

$\mathbf{A} = \text{diag}[1 \ldots (N - 1)]$. We assume that the BS has a separate ULA for each sector and the beam in each sector is steered in the direction of its maximum antenna gain, i.e., $\phi = 0^\circ$. Then, $F(\Gamma)$ is given by (35).

The CRBLs $\kappa(\tau)$ and $\kappa(\Psi)$ for $\tau$ and $\Psi$ respectively are the diagonal elements of the CRBL matrix $\kappa(\Gamma)$ where $\kappa(\Gamma) = (F(\Gamma))^{-1}$. The position error bound (PEB) is expressed as the square root of the addition of diagonal elements of $\kappa(\Gamma)$ as [31]:

$$\text{PEB} = \sqrt{\left[ \left( F(\Gamma) \right)^{-1} \right]_{1,1} + \left[ \left( F(\Gamma) \right)^{-1} \right]_{2,2}} = \sqrt{\kappa(\Psi) + \kappa(\tau)}$$

(36)

where

$$\kappa(\Psi) = \frac{N_0 B}{G P_t} \left( \frac{2 \pi f_c}{\lambda} \right)^2 \cos^2(\Psi) \frac{\beta^2 N}{\text{var}\{N_{\tilde{G}} - \text{var}\{N_{\tilde{G}} \}^2 / N}$$

$$\kappa(\tau) = \frac{N_0 B}{G P_t} \left( \frac{2 \pi f_c}{\lambda} \right)^2 \cos^2(\Psi) \frac{\beta^2 N}{\text{var}\{N_{\tilde{G}} - \text{var}\{N_{\tilde{G}} \}^2 / N}$$

(37)

Since $1 / f_c \ll 1$, CRBL $\kappa(\tau) \ll \kappa(\Psi)$. Hence, for $d = \lambda / 2$,

$$\text{PEB} \approx \sqrt{\kappa(\Psi)} = \frac{h \lambda (d_0 / d)^{1/2} \cos(\Psi)}{4 \rho} \left[ \sum_{n_t=0}^{N-1} n_t^2 - \left( \sum_{n_t=0}^{N-1} n_t \right)^2 / N \right]^{1/2}$$

(38)

Let the error in EAOA is $\psi = (\Psi - \psi_\epsilon)$ (Fig. 2). Upper bound on the variance of $\psi$ is quite complex to derive. Nevertheless, we can find the distribution of $\psi$ using PEB assuming very low SNR at cell edge in the worst case, as stated below.

**Lemma 3**: The distribution of localization error $\psi$ of an UE having EAOA $\Psi$ and HPBW $\theta$ with respect to $\phi^s$ sector is given as:

$$\text{Prob}(|\psi| \leq \epsilon) = \left[ 1 - \frac{\kappa(\Psi)}{\epsilon^2} \right]$$

(39)

Proof: Using Chebyshev’s inequality we have

$$\text{Prob}(|\psi| \geq \epsilon) \leq \left[ \frac{\text{variance}(\psi)}{\epsilon^2} \right] = \frac{\kappa(\Psi)}{\epsilon^2}$$

as the CRBL.

$$\Rightarrow \text{Prob}(|\psi| \leq \epsilon) = \left[ 1 - \frac{\kappa(\Psi)}{\epsilon^2} \right], \text{ for } -\theta / 2 \leq \psi \leq \theta / 2.$$  

\[ \square \]

C. Complexity analysis

1) Subcarrier–power allocation

The joint subcarrier–power allocation with minimum UE rate constraint problem $\mathcal{P}1$ is a mixed integer NP-hard problem. For a system with $K_s$ UEs and $N_c$ subcarriers, $\mathcal{P}1$ has $K_s N_c$ variables, atleast $K_s + N_c$ constraints, total UE–subcarrier $K_s N_c$ combinations, and $K_s N_c$ comparisons. For power allocation per UE-subcarrier combination, complexity is $O(K_s N_c \log_2 N_c)$. Thus, the complexity of solving $\mathcal{P}1$ using exhaustive search is $O(K_s N_c \log_2 N_c)$. 

On the other hand, sub-optimum approach (Steps (i) through (iv)) is computationally less complex. It requires $K_s N_c$ comparisons in Step (ii), at most $(K_s - 1) N_c$ multiplications and $(K_s - 1) N_c$ summations in Step (iii) to compute cost functions, approximately $2 N_c^2$ comparisons for subcarrier reallocation, and in the worst case $N_c \log_2 N_c$ power allocation computations in Step (iv). Hence, the overall complexity of sub-optimal approach is reduced to $O(N_c^2)$.

2) Sectorization

To find the average long-run UE rate with total number of sectors $S$ in the worst case scenario of all sectors being active, approximately $S(3 K_s N_c + 2 N_c^2 + N_c \log_2 N_c)$ computations are required. Therefore, to find $S^*$ in fixed time scheduling scheme an exhaustive search over $\forall S \in \mathcal{S}$ is performed. As a result, the worst case complexity to estimate $S^*$ is $O(|\mathcal{S}| S N_c^2)$, where
$S$ can have the maximum value of $360$ for $\theta = 1^\circ$. In variable time scheduling, if $\eta_{itr}$ iterations are required to find $\alpha$, then the worst case complexity is $O(\eta_{itr} |S|N_c^2)$.

3) Reduced-complexity method

In reduced complexity method, subcarrier allocation is the same as in $\mathcal{P}1$, but it is computed for only one sector per sectorization scheme to form the dictionary at BS, which is updated only when channel statistics change. Accordingly, the complexity reduces to $O(|S|N_c^2)$. Further, to find $S^*$ for a given UE population, maximum $|S|N_c$ comparisons are needed.

IV. SIMULATION RESULTS AND DISCUSSION

In this section, we present the numerical simulation results generated using MATLAB with varying system configurations. For the simulation set-up, we consider a system operating at 60 GHz carrier frequency with $B = 1$ GHz bandwidth, and $N_c = 30$ subcarriers. We vary the beamwidth in the range $1^\circ \leq \theta \leq 30^\circ$ in steps of $1^\circ$. Various other channel and system parameters considered are: Rician fading parameter $= 8$ dB $\left(\frac{12}{32}\right)$, EIRP $= 52$ dBi, cell radius $= 200$ m, $R_0 = 10$ Mbps, noise spectral density $N_0 = -174$ dBm/Hz, $\zeta_{LOS} = 15, \zeta_{NLOS} = 45$, and outage SNR threshold $= -6$ dB. We execute the simulations broadly for two cases: firstly considering no localization error for the two scheduling schemes, namely, fixed time and variable time scheduling, and secondly considering localization error with fixed time scheduling.

A. Optimal sectorization scheme with perfect UE location information

1) Sub-optimum resource allocation per sector

Due to the NP-hard nature of $\mathcal{P}1$, per-sector resource allocation is performed in a sub-optimal way that maximizes the sector’s instantaneous sum rate while satisfying minimum rate constraints. Fig. 3 compares per-sector sum rate achieved using optimal resource allocation and using sub-optimal method for different values of $K_s$, using Monte-Carlo simulations. As the computation time for a single Monte-Carlo iteration in optimal resource allocation is of order $K_sN_c$, to perform simulations in this case we took $N_c = 8$ and $B = 250$ MHz while keeping the other parameters same as described above. Form Fig. 3 we observe that both resource allocation schemes show a similar trend on varying $K_s$, where the optimal solution gives an upper bound.

2) Fixed time scheduling

With decreasing sector beamwidth, the same frequency band can be used in the cell more often, thereby increasing the spatial reuse factor. For a fixed UE population, although a narrower beam provides the benefit of increased cell spatial reuse factor, Fig. 4(a) shows that a narrow beam does not necessarily result in maximization of the average long-run UE rate $\bar{R}$. The decrease in $\bar{R}$ is due to two reasons: (i) with a beam serving very few UEs, the channel utilization is not efficient (Remark 2), and (ii) total delay between the next schedule of each sector increases with more cell partitions.

Suppose $S^*_p$ is the optimal sectorization scheme which offers maximum $\bar{R}$ without BS energy optimization constraint. Fig. 4(a) shows that there exists an $S^*_p$ corresponding to $\theta_{min} < \theta^* < \theta_{max}$, for which $\bar{R}$ is maximized. Moreover, the optimal sector beamwidth gets narrower with increasing UE density. Fig. 4(b) demonstrates that $\bar{E}$ is nearly proportional to cell sectorization, which is because a higher spatial reuse factor increases the cell sum-throughput with minimal increase in transmit energy requirement for one complete cell sweep duration. From combined observations of Fig. 4(a) and 4(b), we conclude that for $S \geq S^*_p$ a Pareto front exists between $\bar{E}$ and $\bar{R}$ as captured in Fig. 4(c). For instance, for $M = 200$ with corresponding $S^*_p = 22$, a Pareto optimal condition between $\bar{E}$ and $\bar{R}$ is observed in Fig. 4(c) over the range of $S = [22, 360]$. Thus, the sectorization schemes $S < S^*_p$ are not optimal either from $\bar{R}$ or from $\bar{E}$ point of view.

We further compare $\bar{R}$ and $\bar{E}$ performances of the single beam system with multiple analog beams system (MABS) and JSDM [15], as shown in Fig. 5. In MABS we consider $N_{RF}$ RF chains at BS, each connected to $N/N_{RF}$ antenna elements. Each beam (one from each RF chain) serves a fraction of the total number of sectors. The beams are fanned out to have maximum possible spatial separation to minimize inter-beam interference. The hardware power consumption of a mmWave system is given as $P_{N_{RF}}(N_{RF}) = P_{PA} + P_{LO} + N_{RF}(2P_{DAC} + 2P_{RF})$, where $P_{DAC}, P_{RF}, P_{LO}$, and $P_{PA}$ represent the power consumption by the digital-to-analog converter (DAC) and RF chains at BS, each connected to}

\begin{align*}
\text{Figure 4. (a) Average long-run UE rate versus total number of sectors plot for uniformly distributed UE population; (b) BS energy efficiency versus total number of sectors plot for uniformly distributed UE population. (c) Pareto front for average long-run UE rate and BS energy efficiency optimization.}
\end{align*}
converter, the RF chain, the local oscillator, and the power amplifier, respectively.

In MABS simulations, for a given value of \( N \), we consider \( N_{RF} = \arg \max E(N_{RF}) \). From Figs. 5(a) and 5(b) it is observed that single beam is a better choice over MABS with \( (N, N_{RF}) = (30, 2) \), in terms of \( \bar{R} \) as well as \( \bar{E} \). However, with \( (N, N_{RF}) = (115, 12) \) MABS offers improved \( \bar{R} \) at the cost of decreased \( \bar{E} \). Therefore, proper selection of \( (N, N_{RF}) \) is crucial in MABS. Another notable point is that MABS performs better than JSDM for the same number of \( N_{RF} \) units because it better utilizes the wideband channel by supporting multiple UEs over different subcarriers of OFDM symbol whereas in JSDM each UE has a dedicated RF chain and full channel resources assigned to it. The detailed performance analysis of MABS incorporating inter-beam interference, and \( \bar{R} \) and \( \bar{E} \) trade-off with respect to \( (N, N_{RF}) \) is left as future work.

**Reduced complexity method:** For \( \bar{R} \) maximization, as discussed in Section III-A2, we estimate the sub-optimal sectorization scheme \( S^* \), at which maximum \( \bar{R} \) is achieved, with a considerably reduced number of computations. For this, we generate the dictionary \( R_{sum} \) at the BS using Monte-Carlo simulations. Fig. 6(a) shows the dependency of sector sum rate on \( K_s \) and \( S \). Fig. 6(b) shows comparison of the sub-optimal \( \bar{S}^* \) with the optimal \( S^* \). We observe that with the reduced complexity method \( \bar{S}^* \) is nearly affine with UE population (below \( M = 50 \), \( S = 12 \), since maximum beamwidth possible is \( 30^\circ \)) for \( \theta_{min} \leq \theta^* \leq \theta_{max} \). Moreover, \( \bar{S}^* \) is quite close to \( S^* \). There is an error in estimation \( |S^* - \bar{S}^*| \) because we construct the dictionary \( R_{sum} \) by using statistical UE and channel distribution, and approximation in (24), whereas in estimation of \( S^* \) we use UE instantaneous channel state information. Thus, we can get quite close results with much reduced complexity as compared to exhaustive search method, and the update in the dictionary is required only when statistical channel parameters change.

3) **Variable time scheduling**

We simulate non-uniform UE distribution by dividing the cell into 6 zones, i.e., \( Z = 6 \) with \( p_z \) vector for the zones being \([0.9, 0.05, 0.03, 0.01, 0.008, 0.002] \). As described in Section III-A3, we consider fixed time scheduling scheme as a benchmark for variable time scheduling scheme. Thereafter, we use Algorithm 1 and Algorithm 2 to find the optimal shaping parameter \( \alpha_R \) and \( \alpha_E \), respectively, for improved performance over fixed scheduling. Fig. 7(a) illustrates that there exits a non-zero \( \alpha_R \) that offers a higher value of average long-run UE rate \( \bar{R} \) compared to fixed scheduling scheme \( \bar{R}_{0}\( \alpha_E \) \) and \( \bar{E} \) using variable time scheduling scheme over fixed time scheduling scheme at \( \alpha = \alpha_0, S = S^* \) for the decrease in average long-run UE rate (increased EAOA). Since in practical scenario beam gain has only when statistical channel parameters change.

Similarly, a non-zero \( \alpha_E \) exists that offers an increased energy efficiency attainable \( \bar{E}_{0}\( \alpha_E \) \) as compared to energy efficiency achieved using fixed scheduling scheme \( \bar{E}_{0}\( \alpha_E \) \). Therefore, \( \bar{E}_{0}\( \alpha_E \) \) is nearly affine with \( \theta_{min} \leq \theta^* \leq \theta_{max} \). Moreover, \( \bar{S}^* \) is quite close to \( S^* \). There is an error in estimation \( |S^* - \bar{S}^*| \) because we construct the dictionary \( R_{sum} \) by using statistical UE and channel distribution, and approximation in (24), whereas in estimation of \( S^* \) we use UE instantaneous channel state information. Thus, we can get quite close results with much reduced complexity as compared to exhaustive search method, and the update in the dictionary is required only when statistical channel parameters change.

3) **Variable time scheduling**

We simulate non-uniform UE distribution by dividing the cell into 6 zones, i.e., \( Z = 6 \) with \( p_z \) vector for the zones being \([0.9, 0.05, 0.03, 0.01, 0.008, 0.002] \). As described in Section III-A3, we consider fixed time scheduling scheme as a benchmark for variable time scheduling scheme. Thereafter, we use Algorithm 1 and Algorithm 2 to find the optimal shaping parameter \( \alpha_R \) and \( \alpha_E \), respectively, for improved performance over fixed scheduling. Fig. 7(a) illustrates that there exits a non-zero \( \alpha_R \) that offers a higher value of average long-run UE rate \( \bar{R} \) compared to fixed scheduling scheme \( \bar{R}_{0}\( \alpha_E \) \) and \( \bar{E} \) using variable time scheduling scheme over fixed time scheduling scheme at \( \alpha = \alpha_0, S = S^* \).

Figure 7. Improvement in of \( \bar{R} \) and \( \bar{E} \) using variable time scheduling scheme over fixed time scheduling scheme. (a) shows the improvement in maximum achievable average long-run UE rate for different UE population, using variable time scheduling scheme with \( \alpha = \alpha_E, S = S^* \) over fixed time scheduling scheme at \( \alpha = \alpha_0, S = S^* \) and \( \alpha = \alpha_E, S = S^* \) over fixed time scheduling scheme at \( \alpha = \alpha_0, S = S^* \).

In the simulations, we generate the localization error for each UE using the distribution given by (28) and the antenna gain at \( \Psi \) EAOA using (28). Since we have the knowledge of only lower bounds on variance of the estimator, to study worst-case scenario we carry out simulations assuming \( G = 2 \) and minimum SNR requirement at cell edge to be \(-6 \) dB. The result in Fig. 8(a) illustrates a decrease in PEB with increasing number of sectors and the PEB decreases as the number of sectors increases. Figure 8(b) shows the percentage of UEs lying in the beam overlapping region due to localization error.
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**Figure 6.** (a) Plot of sum rate per sector versus number of UEs in the sector for three different sectorization schemes. (b) Comparison of optimal \( S^* \) obtained through exhaustive search method and sub-optimal \( S^* \) obtained using reduced complexity search method for uniform and non-uniform UE distribution.
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**Figure 7.** Improvement in of \( \bar{R} \) and \( \bar{E} \) using variable time scheduling scheme over fixed time scheduling scheme. (a) shows the improvement in maximum achievable average long-run UE rate for different UE population, using variable time scheduling scheme with \( \alpha = \alpha_E, S = S^* \) over fixed time scheduling scheme at \( \alpha = \alpha_0, S = S^* \) and \( \alpha = \alpha_E, S = S^* \) over fixed time scheduling scheme at \( \alpha = \alpha_0, S = S^* \).
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**Figure 8.** (a) Position error bound of \( \Psi \) versus number of sectors in worst-case scenario. PEB is the PEB obtained using (28). PEB is the PEB achieved in (3). (b) Percentage of UEs lying in the beam overlapping region due to localization error.
sector partitions. The PEB obtained from our simulation is of increased magnitude as compared to the work in [5]. The reason being that the increase in SNR (due to enhanced beam directivity) is nullified by reduced transmit power, thereby keeping SNR invariant of beamwidth.

We compare the simulation results of three cases: (a) ideal case of resource allocation without localization error and constant beam gain within the sector (\(G = NG(K_s)\)), (b) resource allocation with no localization error but angle-dependent beam gain (given by (28)), and (c) resource allocation with localization error (given by (29)) along with angle-dependent beam gain (given by (30)). Fig. 9(a) and 9(b) show that, though \(\bar{R}\) in case (b) is of reduced magnitude as compared to \(\bar{R}\) in case (a), the nature of \(\bar{R}\) as a function of \(S\) is same for both. Moreover, in case (c) \(\bar{R}\) further degrades slightly with localization error. However, \(S^*\) remains invariant.

From the results in Fig. 4(a) we noted that, on increasing \(M, \theta^*\) shifts to a smaller value; thus \(K_s\) in a sector is such that it maximizes the sector sum rate. Moreover, our insight is that with reducing HPBW the beam overlapping region shrinks. We omit the related mathematics for brevity. Consequently, the percentage of UEs falling in the overlapping region due to localization error is very small. To verify this claim in Fig. 3(b) we plotted the percentage of UEs falling in beam overlapping area for different sets of \((M, S^*(M))\). The figure verifies that the population in the overlapping region due to erroneous position estimation is less than 10% even for \(M\) as high as 1000. Therefore, the optimal number of sectors remains unchanged. Similar behaviour is observed with non-uniformly distributed UEs as well.

Further, from Fig. 2(a) and 2(b) we observe that the graphs have convex behaviour till some \(S\), after which they show concavity. This is explained as follows: (i) When \(\{S \in S|K_s \geq N_c\}\), the subcarriers in a sector are assigned to only \(N_c\) out of \(K_s\) UEs that have best channel conditions, such that the minimum rate requirement is fulfilled for only \(N_c\) UEs. In this case, the cell sweep time is of very short duration for small \(S\). (ii) When \(\{S \in S|K_s < N_c\}\), the subcarriers are still assigned to only \(N_c\) out of \(K_s\) UEs having best channel conditions. However, with decreasing domain size \(K_s\), the chances of the majority of UEs having good channel conditions reduces. Further sweep time also increases with \(S\). As a result, it decreases the average long-run UE rate. (iii) When \(\{S \in S|K_s \leq N_c\}\), all the UEs are allocated subcarrier such that the total sum rate is maximized with a minimum rate guarantee to all UEs. Although cell sweep time is still increasing, the gain in the instantaneous UEs rate outweighs the increased sweep duration effect. Therefore, the sector sum rate begins to improve, resulting in the concave nature of the average long-run UE rate curve.

V. CONCLUSION

This paper has focused on the performance of cellular communication at wideband mmWave frequencies serving UEs using a single analog beam from one RF chain in conjunction with scheduling operation such that radiation levels in the environment are maintained constant. The proposed system employs a sectored-cell spatial multiplexing approach and aims to serve more than one UE during the beam sojourn time. It has been noted that, although a narrow beam provides increased channel spatial reuse, it does not necessarily result in an increased average long-run UE data rate. Therefore, to cater to a specific UE population, an optimal sector beamwidth is required that maximizes the average long-run UE rate and improves QoS such that the BS transmit power requirement is also reduced. From the BS perspective, it is always optimal to use the narrowest possible beamwidth. Hence, a Pareto front exists on average long-run UE rate maximization and BS energy efficiency. Furthermore, the proposed reduced-complexity method has provided an insight that channel utilization is maximum when it has an optimum number of UEs to serve over the wideband channel. Therefore, with increasing UE population, if the number of sectors in a cell is maintained such that each sector operates at its optimum channel usage, then the highest average long-run UE rate can be achieved.

Further, it has been observed that, in the case of non-uniformly distributed UEs, the variable time scheduling scheme can further improve the average long-run UE rate and BS energy efficiency as compared to fixed time scheduling. The results have shown that non-uniform UE distribution corresponds to shifting to a narrower beam with the increasing variance of UE distribution. Further, studies by accounting for the localization uncertainty have revealed that, in a static UE scenario, though localization error reduces average long-run UE data rate, optimal sector beamwidth selection remains unaffected, even for non-uniformly distributed UEs. The analysis of single analog beam with sectored-cell multiplexing is extendible to the case of multiple concurrent beams serving the cell. However, it would require an equal number of RF chains and complex inter-beam interference analysis. In conclusion, although mmWave holds the potential to extend the limits of current cellular communication because of large spectrum availability, realizing these potential requires redesigning system model and architecture.

APPENDIX

A. Proof of Lemma 1

**Lemma 1:** For a fixed \(\alpha\) and \(K_s \leq N_c\), Jain’s fairness index \(J\) is an increasing function of \(S\), when resource allocation is performed using sum rate maximization approach.

**Proof.** Suppose there are \(1 < m \leq N_c\) UEs in \(s^{th}\) sector, such that the instantaneous rate of UEs is \(r_1, r_2, \ldots, r_m\). Let
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\[0.9, 0.05, 0.03, 0.01, 0.008, 0.002\].]
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maximum array gain is given as [29]:

B. Derivation of array gain

Hence,

J(\hat{S}) \geq J(S), \text{i.e.}, J(S) is an increasing function of

S.

C. Proof of Lemma 2

Lemma 2: The FIM for the received signal is given as:

\[ F(\Gamma) = \frac{1}{N_0 B} \sum_{g=1}^{G} \text{Re}(\nabla y^g \nabla^H y^g). \quad (A.3) \]

Proof. From CRLB definition [30], we have

\[ \text{var}(\hat{\Gamma} - \Gamma) \geq \left[ \mathbb{E}_{Y|\Gamma} \left( \frac{\partial^2 \log f(Y|\Gamma)}{\partial \Gamma \partial \Gamma^T} \right) \right]^{-1} \equiv (F(\Gamma))^{-1} \]

with only \(N\) non-zero coefficient of unity magnitude. Therefore, by Parseval’s identity we have

\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx = \sum_{k=-\infty}^{\infty} |a_k|^2 = N. \]

Hence, (A.2) can be solved as:

\[ \mathcal{V} = \frac{(2/N^2\pi)(1/2)}{\int_{-\pi}^{\pi}} \left( \frac{|\sin(N\omega)|}{\sin(\hat{\omega})} \right)^2 \, d\omega = \frac{2}{N}. \]

Therefore, in general, the array gain at an angle \(\hat{\theta}\) from the direction of maximum gain is:

\[ G(\hat{\theta}) = \frac{4\pi |AF(\hat{\theta})|^2}{2 \int_{-\pi}^{\pi} |AF(\hat{\theta})|^2 \sin \hat{\theta} \, d\hat{\theta}}. \]

where \(AF(\hat{\theta})\) is the normalized antenna array factor. For zero phase difference excitation and half wavelength antenna spacing, it is given as [29]:

\[ AF(\hat{\theta}) = |a(\hat{\theta})|^2 = \frac{1}{N} \left[ \sin\left(\frac{N\pi}{2}\sin(\hat{\theta})\right) \right]. \]

Let

\[ \mathcal{V} = \int_{0}^{\pi} |AF(\hat{\theta})|^2 \sin \hat{\theta} \, d\hat{\theta} = \int_{0}^{\pi} \left( \frac{\sin(\frac{N\pi}{2}\sin(\hat{\theta}))}{\sin(\frac{\pi}{2}\sin(\hat{\theta}))} \right)^2 \sin \hat{\theta} \, d\hat{\theta}. \]

Suppose \(\omega = 0.5\pi \cos \theta\), then we have

\[ \mathcal{V} = \frac{2}{N^2\pi} \int_{-\pi/2}^{\pi/2} \left( \frac{\sin(N\omega)}{\sin(\omega)} \right)^2 \, d\omega. \]  

(A.2)

Since,

\[ \frac{\sin \left(\frac{N\pi}{2}\sin(\omega)\right)}{\sin(\omega)} = \left( e^{jN\omega} - e^{-jN\omega} \right) = \left( e^{j\omega} - e^{-j\omega} \right) = e^{j\omega} - e^{-j\omega} = e^{2j\omega} - 1 \]

\[ = e^{-j(N-1)\omega} \sum_{k=0}^{N-1} e^{2jk\omega}. \]

By Fourier series expansion,

\[ \sum_{k=-\infty}^{\infty} a_k e^{j\omega k} = \frac{\sin \left(\frac{N\omega}{2}\sin(\theta)\right)}{\sin(\frac{\pi}{2}\sin(\theta))} \]

\[ = e^{-j(N-1)\omega} \sum_{k=0}^{N-1} e^{2jk\omega}. \]
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