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Electric field-induced flows involving multiple fluid components with a range of different electrical properties
are described by the coupled Taylor-Melcher leaky-dielectric model. We present a lattice Boltzmann (LB)-finite
difference (FD) method-based hybrid framework to solve the complete Taylor-Melcher leaky-dielectric model
considering the nonlinear surface charge convection effects. Unlike the existing LB-based models, we treat the
interfacial discontinuities using direction-specific continuous gradients, which prevents the miscalculation aris-
ing due to volumetric gradients without directional derivatives, simultaneously maintaining the electroneutrality
of the bulk. While fluid transport is recovered through the LB method using a multiple relaxation time (MRT)
scheme, the FD method with a central difference scheme is applied to discretize the charge transport equation at
the interface, in addition to the electric field governing equations in the bulk and at the interface. We apply the
developed numerical model to study the different regimes of droplet deformation due to an external electric
field. Similar to the existing analytical and other numerical models, excluding the surface charge convection
(SCC) term from the charge transport equation, the present methodology has shown excellent agreement with the
existing literature. In addition, the effect of SCC in each of the regimes is analyzed. With the present numerical
model, we observe a strong presence of SCC in the oblate deformation regime, contrary to the weak effect on
prolate deformations. We further discuss the reason behind such differences in the magnitude of nonlinearity
induced by the SCC in all the regimes of deformation.

DOI: 10.1103/PhysRevE.107.065305

I. INTRODUCTION

The electrically induced flows of a single fluid or multiple
fluids are termed as electrohydrodynamic (EHD) flows. [1].
The EHD flows of a liquid-liquid interface under the influence
of external electric fields have provided enormous possibili-
ties in scientific and industrial applications. The applications
of EHD flows include, but are not limited to, studying the
electrocution and breakup of rain drops during lightning
[2–4], ink-jet printing [5–8], electro-spinning and spraying
[9–11], manipulation of droplets and bubbles in microchan-
nels [12–14], biomedical and forensic studies [15], and many
more. The nature of charge accumulation at the liquid-liquid
interface characterizes the EHD flows involving binary im-
miscible liquids subjected to an external electric field. Charges
may build up at the interface due to the migration of free
charges from the fluids or the electrodes, or due to the bound
charges from the polarization of the fluids. Moreover, the
accumulated charges due to the difference in electrical prop-
erties of the fluids lead to a discontinuity in electric fields at
the interface. As a consequence, the interface becomes elec-
trically stressed. In a limiting case, when both the fluids are
perfectly dielectric or the dispersed phase is highly conducting
compared to the suspending media, the interface is free of any
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electric shear stresses [16]. Consequently, a highly conducting
or insulating droplet under the influence of applied electric
forces is solely subjected to normal stresses. At the steady
state, the surface tension balances the normal electric stresses.
Due to the nonuniform electric stresses along the surface, the
droplet deforms along the applied electric field to a prolate
spheroid [4,17,18].

A more complex dynamics is involved when both the liq-
uids are weakly conducting or leaky-dielectric (LD). For such
liquids subjected to external electric fields, the tangential com-
ponents of electric shear stresses do not vanish as the charges
accumulate at the interface. Depending on the strength of such
shear stresses, an LD droplet may deform along or normal to
the direction of the applied electric fields into a prolate or an
oblate spheroid, respectively [19]. The physics behind such
deformations and the effects of different fluidic and electrical
properties were explained by Melcher and Taylor [1] in their
LD model. The LD model includes the transient effects of
surface charges to account for the tangential stresses arising
from small yet finite surface charges. Such transient effects
of the surface charges arise from the balance between the
jump in Ohmic currents normal to the interface due to a
mismatch in the electrical conductivities and the convection of
charges along the interface due to the interfacial fluid velocity.
However, to predict the drop deformation, Taylor’s analytical
model [20] considers up to the first order of perturbations
in drop sphericity corresponding to a small electric capillary
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number assuming creeping flow, where the electric capillary
number is the ratio of electric stresses to surface tension. The
analytical model further neglects the change in surface charge
convection with time. Consequently, discrepancies arise be-
tween the experiments by Torza et al. [21] and Vizika and
Saville [19] and the predictions obtained from the linear
model. Second-order linear extensions of Taylor’s analytical
model developed by neglecting the surface charge convection
(SCC) by Ajayi [22] also failed to resolve the discrepancies
between the linear theory and experiments. A more recent ap-
proach by Das and Santilion [23] included the transient charge
transport and SCC providing better accuracy to the existing
small deformation theories. The second-order analytical pre-
dictions further reduced the discrepancy between analytical
predictions and experiments. Nonetheless, the linear theo-
ries become invalid at larger deformations corresponding to
stronger electric fields due to the dominant SCC-induced non-
linearity [18,24]. Hence, seeking numerical solutions for such
complex dynamics become inevitable.

In the LD model proposed by Melcher and Taylor [1],
SCC is nonlinearly coupled to the tangential component of
the electric stresses through the jump in the electric field and
current density at the interface. As such, it is a challenging
task, both analytically and numerically, to model the effect of
SCC corresponding to stronger electric fields when the defor-
mations are large. Despite the challenges, attempts have been
made to obtain the numerical predictions of the EHD flows in
electrorotation and deformation of droplets and jets [25–31].
The first reported decoupled numerical study using the finite
element method (FEM) by Tsukada et al. [25] showed good
agreement with theory and experiments for small deforma-
tions. Feng and Scott [26] solved the complete LD model
using FEM considering nonphysical fluid parameters to ad-
dress the discrepancy between the theory and experiments.
However, they also mentioned the importance of incorpo-
rating SCC in numerical models. Finite volume (FV) and
FD approaches coupled with slightly diffused front-tracking
schemes like volume-of-fluid and level-set methods have also
been reported to study the EHD deformation of drops and
EHD jets [13,28,29]. Sharp interface capturing schemes like
the ghost fluid method (GFM) have been shown to mimic
the experiments with better accuracy [29,32] due to better
treatment of interfacial discontinuities. Das and Santilion [31]
solved the coupled LD model, including SCC, to simulate the
electrorotation problem using the boundary element method.
They further argued that the key to mimicking the experiments
on large deformations and electrorotation is the inclusion of
SCC. Nonetheless, only a few numerical models have been
reported to solve the complete LD model considering the
effect of SCC.

In contrast to the conventional computational fluid
dynamics-based methods mentioned above, the LB method
provides better scalability and computational efficiency.
Moreover, explicit front-tracking schemes are unnecessary
while dealing with multifluid dynamical systems. Most of the
LB-based numerical models reported in the literature solve
the decoupled equations for EHD flows without considering
the effects of SCC [33–38]. Lauricella et al. [34] solved the
simplified LD model to study the EHD jet of non-Newtonian
fluids. Liu et al. [39] proposed to decouple the problem in two

different ways: for weakly conducting cases, Ohm’s law was
solved, while perfectly dielectric cases involve the solution
of Gauss’ law. Luo et al. [40] solved the coupled problem
for multiphase cases throughout the domain in LBM without
considering the directional effects. However, they failed to
address the dominance of SCC in oblate cases. Moreover, their
model failed to maintain the electroneutrality of the bulk. Fur-
thermore, none of the existing LB-based models has been able
to explain the effect of SCC in different regimes considering
the fully nonlinear symmetry-breaking charge shocks in EHD
flows.

In the present work, we propose a hybrid LB-FD-based
framework to solve the completely coupled equations of
the Taylor-Melcher LD model. The present LB-based model
solves the fully coupled governing equations involving mul-
tiple liquid components maintaining the electro-neutrality of
the bulk and simultaneously prevents the miscalculations aris-
ing due to volumetric gradients. The fluid transport has been
solved using the LB method with an MRT scheme introduced
by d’Humières et al. [41]. We implement an improved color-
gradient scheme to address the interfacial phenomena devised
by Halliday et al. [42,43]. The continuous form of the charge
transport equation at the interface is solved using the FD
method without neglecting the normal and surface directional
derivatives. Similarly, Ohm’s law in the bulk and continuous
form of Gauss’ law with normal directional derivative at the
interface is solved simultaneously using the FD method to
obtain the electric field distribution in the domain. We validate
the model by comparing the results from existing theoretical
and numerical models where the effect of SCC has not been
considered. Next, we simulate cases with SCC and provide an
explanation of the differences in nonlinearity induced by the
SCC in different deformation regimes.

The present article is organized as follows. In Sec. II, we
discuss the governing equations in the LD model for EHD
flows. Section III is dedicated to the details of the present
numerical methodology. Finally, in Sec. IV, we present the
predictions of EHD deformation of droplets from the present
model and verify the validity of the results against theoretical
and other numerical solutions available in the literature. In this
section, we further explain the effect of SCC on deformation
in different regimes.

II. MATHEMATICAL FORMULATIONS

The physics of EHD flows are described by the Taylor-
Melcher leaky-dielectric model [1,17]. The governing equa-
tions for this model involve mass and momentum conservation
for fluid transport due to electrodynamic forces, conservation
of electrical charges, and an additional equation for the distri-
bution of electric potential in the flow field.

For a binary immiscible fluid system, assuming the system
to be isothermal and incompressible for both phases, the gov-
erning equations for fluid transport are

∇ · u = 0, (1)

∂ρu
∂t

+ ∇ · (ρuu) = −∇p + ∇ · [μ(∇u + ∇uT )] + fγ + fe,

(2)
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where ρ, U, p, and μ denote the density, velocity vector,
pressure, and dynamic viscosity of the fluid, respectively. In
CFD, to model the interface between such immiscible fluids,
surface forces are interpreted as volumetric forces (fγ ) as [44]

fγ = γ κnδs, (3)

where γ and κ represent the coefficient of surface tension and
curvature of the interface, respectively. n is the unit vector
pointing in the direction normal to the fluid-fluid interface. δs

is a Dirac-delta function and ensures that the forces only act
on the interface.

Electrical forces (fe) are calculated from the Maxwell stress
tensor (σM). The stress tensor is expressed as

σM = ε
(
EE − 1

2 (E · E)I
)
, (4)

where ε and I represent the absolute electrical permittivity of
a fluid medium and a second-order unit tensor, respectively.
E is the net electric field due to the superimposition of an
externally applied electric field and internal generation of po-
tential due to charge accumulation at the fluid-fluid interface.
In Eq. (4), the first term represents stress due to Coulombic
forces, while the second term is due to the gradient in polariz-
ability.

Electrostatic forces are obtained by applying the diver-
gence operator on the Maxwell stress tensor as

fe = ∇ · σM

= [∇ · (εE)]E − 1

2
(E · E)∇ε + 1

2
(E · E)∇

(
ρ

∂ε

∂ρ

)
T

, (5)

where the first term on the right represents the Coulombic
force acting along the electric field. The second and last terms
are the dielectric force and electrostrictive force, respectively.
The last term is deemed part of the pressure and is usually
neglected for an incompressible, isothermal flow.

In EHD flows, the effects of magnetic induction are neg-
ligible due to small dynamic currents. Hence, the electric
field intensity (E) in the medium is irrotational and can be
expressed as

∇ × E = 0. (6)

Consequently, in a fluid with dielectric constant ε, the Gauss’
law can be expressed in terms of electric displacement vector
(D) as

∇ · D = ∇ · (εE) = ρe, (7)

where ρe is the volumetric free charge density. The electric
field E = −∇φ where φ is the electric potential. As such, the
charge conservation equation in the bulk for an incompress-
ible fluid becomes

Dρe

Dt
+ ∇ · J = ∂ρe

∂t
+ u · ∇ρe + ∇ · (σE) = 0. (8)

Here, J = σE is the current density due to electrical conduc-
tion. D/Dt = ∂/∂t + u · ∇ is the material derivative, and σ

represents the electrical conductivity of the fluid. For homoge-
neous electrical properties of the fluid, the bulk of the medium
is free of any unbound charge. Under such a condition of the
electroneutrality at steady state Eq. (8) reduces to

∇ · (σE) = 0. (9)

The charge transport and the electric field intensity at the
interface need separate attention for a complete description
of the underlying physics. The continuity of the tangential
component of the electric field at the interface leads to

n × [E] = 0, (10)

where [·] denotes the jump of properties across the interface
from one fluid medium to another. In contrast, the jump of the
normal component of the electric displacement vector at the
interface due to discontinuity is expressed as

n · [D] = n · [εE] = qs, (11)

where qs is the free charge at the interface per unit surface
area. The conservation of free charges at the interface leads to
[1,23]

∂qs

∂t
+ ∇s · (uqs) = −∇s · J, (12)

where

∇s = ∇ − ∇n (13)

is the surface-divergence operator. ∇n denotes the gradient in
the direction normal to the interface and is expanded as

∇n = n(n · ∇). (14)

Equation (12) can be further simplified using the relations (13)
and (14) to [17]

∂qs

∂t
+ ∇s · (uqs) = −[σ · E]n, (15)

As can be observed, Eqs. (11) and (15) are jump equa-
tions at the interfacial boundary. Solving such equations can
be complicated due to diffused interface constructed by the
numerical methods. Hence, the jump terms are replaced with
continuous volumetric gradients normal to the interface ([·] ·
n ≡ ∇n · (·)) [43,44]. The volumetric forms of the equa-
tions using the expansion (14) are

∇n · (εE) = n(n · ∇) · (εE) = ρe, (16)

∂ρe

∂t
+ ∇s · (uρe) = −n(n · ∇) · (σE). (17)

Scaling analysis and nondimensional form
of governing equations

Multiphysics interactions corresponding to individual
physical processes in EHD flows occur at different scales in
space and time. Hence a scaling analysis of the governing
equations can provide a better understanding of the underly-
ing processes. Such an analysis, moreover, helps to find an
improved choice of time steps for the numerical simulations.
In the present context, there are four important timescales:
the viscous timescale tν , the capillary timescale tc, the charge
relaxation timescale tr , and the electroviscous flow timescale
tev . These timescales for the kth component are defined as

tν,k = l2

νk
, tc,k = lμk

γ
, tr,k = εk

σk
, tev,k = μk

εkE2
a

, (18)

where l , ν, and Ea are the characteristic lengthscale, the kine-
matic viscosity of the corresponding fluid, and the magnitude
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of the applied external electric field, respectively. The sub-
scripts k = i and k = o denote the dispersed and continuous
phases, respectively. The important velocity scales are the
viscous velocity (uν,k), capillary flow velocity (uc,k), velocity
of charge relaxation (ur,k), and the electroviscous velocity
(uev,k). These velocity scales are defined as

uν,k = νk

l
, uc,k = γ

μk
, ur,k = lσk

εk
, uev,k = εkE2

a l

μk
.

(19)
In EHD flows, the electroviscous velocity (uev,o) of the con-
tinuous phase is one of the most dominant velocity scales
[1]. Hence, we use tev,o, Ea, and uev,o as the characteristic
timescale, electric field intensity, and velocity scale, respec-
tively, to derive the dimensionless form of the governing
equations. Other scaling factors are defined with respect to
the properties of the continuous phase as

∇ = 1

l
∇∗, ∇s = 1

l
∇s

∗, ρ = ρoρ
∗, p = εoE2

a p∗,

ε = εoε
∗, σ = σoσ

∗, ρe = εoEa

l
ρ∗

e , qs = εoEaq∗
s .

(20)

Here the superscript ∗ denotes the dimensionless parameters.
Using these transformations, the dimensionless governing
equations in the bulk become

∇∗ · u∗ = 0, (21)

Reev,oCae,o

[
∂ρ∗u∗

∂t∗ + ∇∗ · (ρ∗u∗u∗)

]

= Cae,o[−∇∗ p∗ + ∇∗ · [μ∗(∇∗u∗ + ∇∗u∗T )] + f∗
e ]

+ κ∗nδ∗
s , (22)

∇∗ · (σ ∗E∗) = 0. (23)

Here we compare the strength of individual physical processes
with respect to the interfacial phenomena for the momentum
transport equations. Cae,o and Reev,o represent the electric
capillary number and electroviscous Reynolds number of the
outer or continuous phase, respectively. While the electric
capillary number (Cae) is defined as the ratio of the timescale
of the capillary action and electroviscous effects, electrovis-
cous Reynolds number (Reev) is the ratio of the viscous and
the electroviscous timescales. These nondimensional numbers
for the continuous phase are expressed as

Cae,o = tc,o
tev,o

= εoE2
a l

γ
, (24)

Reev,o = tν,o
tev,o

= ρoεoE2
a l2

μ2
o

. (25)

Similarly, the dimensionless form of the equations at the in-
terface becomes

εo

σoτP

∂q∗
s

∂t∗ + Ree,o∇∗
s · (u∗q∗

s ) = −[σ ∗E∗] · n, (26)

n · [ε∗E∗] = q∗
s , (27)

wherein the strength of all the terms is compared with respect
to the conduction of charges in the charge transport equation.

Here, the electric Reynolds number (Ree,k) dictates the com-
petition at the interface between the effect of surface charge
convection (SCC) and the conduction of charges from the
bulk. The electric Reynolds number (Ree,o) for the continuous
phase is defined as the ratio of the charge relaxation time scale
and the electroviscous timescale as

Ree,o = tr,o
tev,o

= ε2
o E2

a

μoσo
. (28)

In addition, the ratios of physical and electrochemical prop-
erties of the dispersed and continuous phases, like dynamic
viscosity (λμ), electrical permittivity (λp), and electrical
conductivity (λc), play a key role in EHD flows and are
defined as

λμ = μi

μo
, λp = εi

εo
, λc = σi

σo
. (29)

III. NUMERICAL METHOD

The present study involves the numerical modeling of
EHD flows of multiple immiscible liquid components. A
hybrid method is adopted to solve the coupled equations.
This method involves solving each transport phenomenon
using a different numerical method [43,45]. Fluid transport
equations [Eqs. (1) and (2)] are recovered by solving the
discrete Boltzmann equation using MRT-LBM with a color-
gradient scheme to capture the interfacial dynamics. The
surface convection of charges [Eq. (17)] and electric field
governing equation in the bulk [Eq. (9)] and at the inter-
face [Eq. (16)] are solved using the finite difference method.
These methods are explained in detail in the following
sections.

A. Hydrodynamics using LBM

The present simulations involve the EHD flow of mul-
tiple fluid components. Hence an existing hybrid LB-based
numerical model [45] is modified accordingly by implement-
ing multicomponent LBM [46] based on the color-gradient
model initially proposed by Gunstensen et al. [47]. A
D2Q9 velocity discretisation scheme (Fig. 1) is adopted
for the two-dimensional (2D) simulations. An MRT scheme
finally solves the discrete evolution equations [46,48,49].
The solution of the fluid evolution equation involves three
steps, namely, collision, recoloring and segregation, and
streaming.

In MRT-LBM for incompressible, laminar flow with an
external force, the collision equation is

f †
i (x, t )= fi(x, t ) − M−1S[m(x, t ) − meq(x, t )]t f + Fit f ,

(30)

where fi and f †
i are the pre and postcollision packet den-

sity distribution function in the direction of i, respectively.
x, ci, and t f denote the position vector, the discrete lattice
velocity in the direction of i, and the lattice time-step for
fluid evolution, respectively. The second term on the right
represents the MRT collision operator [41,48,50]. Compared
to the Bhatnagar-Gross-Krook (BGK) collision operator in
single relaxation time (SRT) schemes, an MRT collision
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FIG. 1. D2Q9 lattice velocity scheme

operator enhances the stability of the model by reducing non-
physical spurious currents at the interface [51]. The external
forces in the lattice direction i are added through the forcing
term Fi.

For the D2Q9 lattice, the discrete velocities are

ci =

⎧⎪⎨
⎪⎩

(0, 0) for i = 0,

(±1, 0)c, (0,±1)c for i = 1–4,

(±1,±1)c for i = 5–8,

(31)

where c represents the lattice speed and is defined as c =
x/t f with x being the lattice distance in lattice units. In
the present simulations, x and t f are assumed unity for
simplicity, thus leading to c = 1.

The moments m and meq are the linear mappings of f and
the equilibrium distribution function ( f eq) on moment space,
respectively, and is expressed as

m = M f , (32)

meq = M f eq, (33)

where M is a 9 × 9 Gram-Schmidt transformation matrix [46]
such that M−1M = I assuming M−1 exists. The relaxation
parameters for different moments are included in S, where S is
a nonnegative diagonal matrix. Following Kruger et al. [46],
we use S as

S = diag

(
0, 1.63, 1.14, 0, 1.92, 0, 1.92,

1

τLB
,

1

τLB

)
. (34)

The relaxation time for the fluid equation (τLB) is calculated
from

τLB = ν

c2
s t f

+ 0.5, (35)

where ν is the kinematic viscosity of the fluid in lattice units.
cs represents the speed of sound in lattice units and is related
to lattice velocity c as c = √

3cs.

The equilibrium distribution function f eq
i for fluid flow

[52] is defined as

f eq
i (x) = ωiρ(x)

[
1 + 3

ci · u
c2

+ 9

2

(ci · u)2

c4
− 3

2

u2

c2

]
, (36)

where ρ and u are the macroscopic density and velocity,
respectively, in lattice units. For the D2Q9 scheme, the weight
coefficients ωi are written as

ωi =

⎧⎪⎨
⎪⎩

4/9 for i = 0,

1/9 for i = 1–4,

1/36 for i = 5–8.

(37)

The forcing term (Fi) is appended to the LB evolu-
tion equation [Eq. (30)] using an exact difference scheme
[53] as

Fi = f eq
i (ρ, u + Ft f /ρ) − f eq

i (ρ, u), (38)

where F is the total external volumetric force in lattice units.

Color-gradient model for the construction of the interface

To construct the interface between two immiscible fluids,
the interfacial body force (Fγ ) is calculated using the contin-
uum surface force (CSF) model proposed by Brackbill et al.
[54] as

Fγ = − 1
2ακ∇ρN . (39)

Here, α is the surface tension parameter. ρN is the normalized
density used to segregate or colorize individual fluids. For a
binary fluid system, ρN is defined by the local densities of
individual components as

ρN (x, t ) = ρr (x, t ) − ρb(x, t )

ρr (x, t ) + ρb(x, t )
, (40)

where the subscripts r and b indicate red and blue fluid com-
ponents, respectively. As such, −1 < ρN < 1.

Subsequently, the recoloring scheme by Latva-Kokko and
Rothman [55] is applied for phase segregation and the
construction of the interface. In contrast to the original Gun-
stensen model [47], the algorithm provided by Latva-Kokko
and Rothman produces less spurious current at the inter-
face and is free of the lattice pinning problem [43,56]. The
postsegregation distribution functions of red and blue fluids
become

f ††
i,r (x, t ) = ρr

ρ
f †
i,r (x, t ) + βLKR

ρrρb

ρ
ωi

ci · ∇ρN

|∇ρN | , (41)

f ††
i,b (x, t ) = ρb

ρ
f †
i,r (x, t ) − βLKR

ρrρb

ρ
ωi

ci · ∇ρN

|∇ρN | . (42)

Here, βLKR is the segregation parameter to control the thick-
ness of the interface. The existing literature [43,56] suggests
the value of βLKR equal to 0.7 to confine a sharp interface of
thickness ∼4–5 lattice units. Moreover, such a value of βLKR

helps to minimize the spurious currents at the interface and
reproduces correct interfacial behavior. Hence, in the present
work, we use βLKR = 0.7.

Postsegregation, the streaming step for fluid component k,
is obtained as

fi,k (x + cit f , t + t f ) = f ††
i,k (x, t ). (43)
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The total packet density distribution function fi is cal-
culated from the distribution function of the individual
components as

fi =
∑

k

fi,k . (44)

The macroscopic variables like the total density (ρ), the den-
sity of the kth-component (ρk), velocity (u), and pressure (p)
are calculated as

ρ =
∑

i

fi, ρk =
∑

i

fi,k, u = 1

ρ

∑
i

fici, p = ρc2
s .

(45)

B. Charge transport Using FDM

Considering electroneutrality in the bulk, the solution of Eq. (17) is sufficient to obtain the charge distribution in the domain.
A second-order central difference scheme is used to spatially discretize the continuum equation, while a first-order forward
difference scheme is used for temporal discretization. Finally, after rearranging, the discretized equation for charge transport
becomes

ρ (k+1)
e (i, j) − ρ (k)

e (i, j)

t
+ ux(i, j)

δ̂xρe(i, j)

2(x)
+ uy(i, j)

δ̂yρe(i, j)

2(y)
+ ρe(i, j)

(
δ̂xux(i, j)

2(x)
+ δ̂yuy(i, j)

2(y)

)

− ρe(i, j)

(
n2

x (i, j)
δ̂xux(i, j)

2(x)
+ nx(i, j)ny(i, j)

δ̂yux(i, j)

2(y)
+ nx(i, j)ny(i, j)

δ̂xuy(i, j)

2(x)
+ n2

y (i, j)
δ̂yuy(i, j)

2(y)

)

− ux(i, j)

(
n2

x (i, j)
δ̂xρe(i, j)

2(x)
+ nx(i, j)ny(i, j)

δ̂yρe(i, j)

2(y)

)
− uy(i, j)

(
nx(i, j)ny(i, j)

δ̂xρe(i, j)

2(x)
+ n2

y (i, j)
δ̂yρe(i, j)

2(y)

)

= σ (i, j)

(
n2

x (i, j)
δ̂xEx(i, j)

2(x)
+ nx(i, j)ny(i, j)

δ̂yEx(i, j)

2(y)
+ nx(i, j)ny(i, j)

δ̂xEy(i, j)

2(x)
+ n2

y (i, j)
δ̂yEy(i, j)

2(y)

)

+ Ex(i, j)

(
n2

x (i, j)
δ̂xσ (i, j)

2(x)
+ nx(i, j)ny(i, j)

δ̂yσ (i, j)

2(y)

)
+ Ey(i, j)

(
nx(i, j)ny(i, j)

δ̂xσ (i, j)

2(x)
+ n2

y (i, j)
δ̂xσ (i, j)

2(y)

)
,

(46)

where δ̂ is the central-difference operator [57] defined as

δ̂xσ (i, j) = σ (i + 1, j) − σ (i − 1, j).

The discretized equation [Eq. (46)] is solved using an alternating direction explicit (ADE) method [57] for the solution of ρe.
The ADE method is chosen due to the simplicity of implementation and unconditional stability [57].

C. Electric field in the domain using FDM

The electric field in the domain is obtained by solving Ohm’s law [Eq. (9)] in the bulk and the volumetric form of Gauss’ law
at the interface [Eq. (16)] simultaneously. Expanding Eq. (9),

σ∇2φ + ∇σ · ∇φ = 0. (47)

Discretizing Eq. (47) with a second-order central difference scheme and rearranging, we get the solution for electric potential
(φ) at node (i, j) as

φ(i, j) = 1

2(1 + β2)
[φ(i + 1, j) + φ(i − 1, j) + β2[φ(i, j + 1) + φ(i, j − 1)]]

+ 1

8σ (i, j)(1 + β2)
[δ̂xσ (i, j)δ̂xφ(i, j) + δ̂yσ (i, j)δ̂yφ(i, j)], (48)

where β = x/y is the grid aspect-ratio. Since the interface is diffused and spread over several grids, we consider the
volumetric form of Eq. (11), i.e., Eq. (16), for the solution of the electric field at the interface. Thus, we can capture the
discontinuities at the interface retaining the directional behavior. Expanding Eq. (16) and using the relation E = −∇φ, we
obtain

εn · (n · ∇)∇φ + ∇φ · n(n · ∇)ε = −ρe. (49)
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Similar to Eq. (47), a second-order central difference scheme is used to discretize Eq. (49). Finally, after rearranging the terms,
we obtain the solution of φ at node (i, j) at the interface at the k + 1th iteration step as

φ(i, j)k+1 = 1[
2ε(i, j)

( n2
x (i, j)
x2 + n2

y (i, j)
y2

)]
[
ρe(i, j) + n2

x (i, j)

x2

(
ε(i, j)[φ(i + 1, j) + φ(i − 1, j)]

+1

4
[φ(i + 1, j) + φ(i − 1, j)]

)
+ nx(i, j)ny(i, j)

4xy

[
ε(i, j)δ2

xyφ(i, j) + δ̂xφ(i, j)δ̂yε(i, j) + δ̂yφ(i, j)xε(i, j)
]

+n2
y (i, j)

y2

(
ε(i, j)[φ(i, j + 1) + φ(i, j − 1)] + 1

4
[φ(i, j + 1) + φ(i, j − 1)]

)]
. (50)

The simultaneous iterative solution of these two discretized equations [Eqs. (48) and (50)] in the bulk and at the interface were
obtained using the Gauss-Seidel iteration method [57] with a successive overrelaxation (SOR) scheme.

D. Boundary conditions

For all the problems considered in the present study, the
interface is sufficiently away from the boundary. As such, the
velocities near the domain boundary are negligible. Thus, the
hydrodynamics of the problem can be considered periodic in
all directions [40]. The periodic boundary condition is im-
plemented through the streaming step for the hydrodynamic
problem solved in LBM. Hence, no separate step is required
to implement the periodic boundary condition.

The charge transport equation is solved only at the interface
surrounded by the bulk and the droplet is stationary at the
center of the domain. Moreover, due to the electroneutrality
condition, the bulk is assumed to be void of electrical charges.
As such, implementing periodic boundary conditions is un-
necessary for the charge transport equation.

For the solution of the electric field, Ohm’s law [Eq. (9)]
is accompanied by a periodic boundary condition in the di-
rection perpendicular to the applied electric field. Such is
obtained at a point (i = 0, j) on the left boundary by consid-
ering

φ(0, j) = φ(NX, j), (51)

∂φ

∂x

∣∣∣
(0, j)

= ∂φ

∂x

∣∣∣
(NX, j)

. (52)

In discretized form considering the accuracy of O(δx), we
obtain

φ(0, j) = φ(NX, j) = φ(1, j) + φ(NX − 1, j)

2δx
. (53)

Here, we assume the extreme points of the domain lie at i =
0 and i = NX in the direction perpendicular to the applied
electric field.

E. Algorithm

The algorithm of the present hybrid LB-FD model is shown
in Fig. 2. First, we initialize the computational domain with
the fluid and electric properties of each fluid. Typically, the
charge transport equations in the bulk and at the interface
[Eqs. (8) and (12)] involve smaller timescales compared to
fluid transport. Such a difference in timescales does not allow
direct coupling of the hydrodynamics with the charge trans-
port. Hence, multiple time iterations for charge transport are
required for each time step of fluid transport equations. In
contrast, the Gauss’ law at the interface [Eq. (11)] and the

Ohmic conduction equation at the bulk [Eq. (9)] are steady-
state equations and hence solved simultaneously at each time
step of the charge transport equation. For a detailed discussion
of a similar algorithm, we refer to our previous publication
[45] on electrokinetic instabilities in single-phase flows with
conductivity gradients.

IV. RESULTS AND DISCUSSION

In this section, we demonstrate the validity of the present
methodology through the simulation of droplet deformation
subjected to an external electric field. To validate the model,
first we perform a grid independence test using different grid
sizes and varying the electric capillary number. Then we study
the deformation of a liquid droplet neglecting and considering
the SCC term, respectively. Figure 3 shows the schematic of a
liquid droplet suspended in another liquid medium in a square
periodic domain. The droplet is placed at the center of the
domain between two electrodes, which are placed at the top

FIG. 2. Algorithm of the present methodology.
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FIG. 3. Schematic of the deformation of a liquid droplet under
the influence of electrical forces. The droplet is placed at the center
of the domain, surrounded by another continuous liquid component.
An external electric field is applied from the bottom towards the top
of the domain.

and the bottom. The external electric field is applied from the
bottom towards the top of the domain. The sides of the domain
(L = h) have length 800 µm and initial diameter (Dd ) of the
droplet is 160 µm.

For the present study, we vary each fluid’s electrical
conductivity (σ ) and dielectric constant (ε) and their cor-
responding ratios to demonstrate the effect of different
parameters at different conductivity regimes. In addition, the
external electric field is varied to study the effects of Cae.
Other physical properties of the fluids are kept constant unless
otherwise mentioned explicitly and are provided in Table I.

A. Grid-independence test

First, we calculated the convergence order from the defor-
mation (D) at three consecutive time steps using [58]

lim
k→∞

|Dk+2 − Dk+1|
|Dk+1 − Dk| . (54)

FIG. 4. Deformation as a function of Cae using different grid
sizes. The solid black line represents Taylor’s analytical results. The
red-filled squares and open blue circles represent the cases using grid
sizes 2 µm and 1.5 µm, respectively.

The above expression is evaluated for Cae = 0.4 using grid
sizes 1.5 µm and 2 µm. In both cases, the value of the expres-
sion is 1, suggesting that the present hybrid model converges
logarithmically. To validate the choice of grid size, we per-
formed a grid independence test using grid sizes 1.5 µm and
2 µm. We compare the deformation obtained using different
grid sizes with varying capillary numbers in Fig. 4. We ob-
serve that, in both cases, the deformation coincides with each
other and Taylor’s analytical results. Hence, we simulate the
rest of the cases using 2 µm grid size.

B. Deformation of an LD droplet

To investigate the model’s performance proposed in the
present work, we first study the deformation of a leaky-
dielectric liquid droplet suspended in another leaky-dielectric
liquid medium. As such, the electrical conductivities of both
the liquids are of the order 10−7 S/m, while the electrical per-
mittivities of the liquids are of the order 10−11–10−10 C/Vm.

TABLE I. Notation and values of the fluids’ physical properties involved in the droplet deformation study due to EHD forces.

Symbol Description Value

a Radius of initially spherical droplet 7.38 × 10−5 m
γ Surface tension between the liquid components 1.31 × 10−3 N m−1

ρi Density of dispersed phase 1000 kg m−3

ρo Density of continuous phase 1000 kg m−3

μi Dynamic viscosity of dispersed phase 1.4 × 10−3 Pa s
μo Dynamic viscosity of continuous phase 1.0 × 10−3 Pa s
εi Absolute electrical permittivity of dispersed phase 1.64 × 10−10 C/V m
εo Absolute electrical permittivity of continuous phase 4.69 × 10−11 C/V m
σi Electrical conductivity of dispersed phase for prolate deformation 4.75 × 10−7 S/m
σi Electrical conductivity of dispersed phase for oblate deformation 1.75 × 10−7 S/m
σo Electrical conductivity of continuous phase 1 × 10−7 S/m
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FIG. 5. Contours of deformation, charge distribution, and velocity vectors within and outside of a deformed droplet at λp = 3.5, λμ = 1.40,
and Cae = 0.8. (a) Prolate deformation with λc = 4.75 and (b) oblate deformation with λc = 1.75. Positive, zero, and negative charges are
indicated with red, yellow, and blue, respectively.

Consequently, the charge relaxation times of both fluids are
short compared to the viscous timescale.

In this regime of electrical conductivity, namely, the leaky-
dielectric regime, a droplet subjected to a uniform electric
field can obtain the shape of an ellipsoid either in the direction
of the applied electric field or in the perpendicular direction.
Taylor [20] proposed an analytical expression to find EHD
deformation of the droplet at steady state from linear stability
analysis as

D = L − B

L + B
= 9Cae

16

fT (λc, λp, λμ)

(2 + λc)2
. (55)

Here, D represents the EHD deformation factor of the droplet
at the steady state. L and B are the final end-to-end lengths
of the droplet at the steady state in the direction parallel and
perpendicular to the applied electric field, respectively. The
Taylor discriminating function ( fT ) to predict the final shape
of the droplet is expressed as

fT (λc, λp, λμ) = λ2
c + 1 − 2λp + 3(2 + 3λμ)

5(1 + λμ)
(λc − λp).

(56)
Another analytical model by Feng [59] predicted the droplet
deformation using asymptotic analysis of first-order approxi-
mation. In Feng’s model, the analytical expression for droplet
deformation is given by

D = Cae

3

fF (λc, λp)

(1 + λc)2
, (57)

where fF = λ2
c + λc + 1 − 3λp is the discriminating function

proposed by Feng [59].
The qualitative nature of the droplet deformations can be

inferred from the sign of the discriminating functions. For
fT > 0 or fF > 0, the deformation factor (D) is positive and
the droplet deforms in the direction of the applied electric
field, leading to a prolate shape. In contrast, when fT < 0 or
fF < 0, the deformation factor (D) is negative and the droplet

deforms into an oblate shape elongating in the direction per-
pendicular to the applied electric field.

We compare the physics mentioned above to validate
the present methodology with the results obtained from the
present simulations. Figure 5(a) shows deformation of a LD
droplet with λc = 4.75, λp = 3.5, λμ = 1.4, and Cae = 0.8.
With these nondimensional parameters, both fT and fF are
positive with the values 18.5 and 17.8125, respectively. For
such values of the discriminating functions, we observe a pro-
late deformation of the droplet in Fig. 5(a), which is consistent
with the analytical predictions. A nondimensional number
λτe = λp/λc = τe,i/τe,o was introduced to predict the sense
of flow direction within and outside the droplet and its effect
on the droplet deformation. For λτe < 1, the vortex direction
within and outside the droplet is from the equator towards the
pole of the droplet [60–63]. Here, the equator and the pole rep-
resent the endpoints of the droplet perpendicular and parallel
to the applied electric field, respectively. Such counterclock-
wise flow in the first quadrant of the droplet agrees well with
existing theoretical and experimental predictions [4].

In contrast, when λc = 1.75, we observe the oblate de-
formation of the droplet as shown in Fig. 5(b). Other
nondimensional parameters are maintained the same as in the
simulation performed in Fig. 5(a). Corresponding values of fT

and fF are −5.65 and −4.6875, respectively. Negative values
of the discriminating functions suggest an oblate deformation
of the droplet, which is consistent with the existing literature.
For the simulation in Fig. 5(b), the value of λτe > 1, which
suggests that the flow direction within and outside the droplet
is from the poles to the equator. As observed in Fig. 5(b), the
sense of flow in the first quadrant of the droplet is clockwise.
Such a prediction from the present model agrees with the
existing analytical predictions [20,21].

The electrostatics of an initially spherical droplet can be
analytically examined by neglecting the effect of surface
charge convection. The free charges accumulate solely at the
interface with zero net charge for a weakly conducting droplet
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subjected to a uniform DC electric field. Such an unbounded
buildup of charges with respect to time occurs in the Maxwell-
Wagner polarization timescale [61,62,64] (τMW) as

qs = 3εiEa
1 − λτe

λc + 2

[
1 − exp

(
− t

τMW

)]
sin θ. (58)

Here, θ is the angle with the applied external electric field. The
Maxwell-Wagner polarization timescale (τMW) is expressed as

τMW = εi + 2εo

σi + 2σo
, (59)

where the subscripts i and o correspond to the droplet and the
surrounding medium, respectively. Thus, from Eq. (58), we
can deduce the polarity of accumulated charges at the inter-
face from the response of the charge conduction of the two
fluids. Such polarity is dependent on the ratio of λp and λc.
When λτe < 1, conduction within the droplet is faster than the
surrounding medium. Hence, interfacial charge accumulation
occurs mainly due to the mobile charges from the droplet.
Consequently, the dipole of the droplet is oriented in the direc-
tion of the applied electric field. In Fig. 5(a), we observe that
the positive charges accumulate in the upper hemisphere while
the negative charges accumulate in the lower hemisphere.
Such an accumulation of charges results in a dipole moment
oriented in the direction of the applied electric field. Thus,
the prediction of charge accumulation for λτe < 1 from the
present model agrees with existing analytical models.

In contrast to Fig. 5(a), we observe the orientation of
the dipole moment is reversed in Fig. 5(b). As observed in
Fig. 5(b), positive charges accumulate in the lower hemisphere
of the droplet, while negative charges reside in the upper
half of the droplet at the interface. Such an orientation of
the charges results in a dipole moment acting opposite to the
applied electric field. From Eq. (58), we can predict that, for
λτe > 1, charge conduction is faster in the suspending medium
compared to the droplet. As such, free charges from the bulk
of the suspending medium carried to the interface dominate
over its counterparts from the droplet. As a result, the drop
dipole orients in the direction opposite to the applied electric
field.

Comparing Figs. 5(a) and 5(b), we further notice that the
charge accumulation at the poles is higher in the case of oblate
deformation compared to the prolate deformation. At steady
state (t → ∞), Eq. (58) can be expressed in terms of λc as

qs = 3εiEa
λc − λp

λ2
c + 2λc

sin θ. (60)

From Eq. (60), we observe that charge accumulation is in-
versely proportional to the electrical conductivity ratio λc.
As such, the magnitude of charge accumulation is higher in
oblate deformation than in prolate cases, even though all other
parameters are the same.

Thus far, we qualitatively compared our results with ex-
isting analytical and experimental predictions. In Fig. 6, we
quantify the predictions from the present model in terms of
the deformation factor (D) and compare them with existing
theoretical and numerical models. Figure 6 shows the defor-
mation factor (D) as a function of increasing Cae.

Here, we consider two cases with λp = 3.5 and λμ = 1.4
for varying Cae. In the prolate regime with positive deforma-

FIG. 6. Deformation of an LD droplet as a function of vary-
ing Cae without considering surface charge convection. Other
dimensionless parameters are λp = 3.5 and λμ = 1.40. For prolate
deformations λc = 4.75 while, λc = 1.75 for negative deformations.
Predictions from the present model are shown in red-filled squares
and open circles for the prolate and oblate deformations, respectively.
Taylor’s analytical results are shown with solid and dashed lines for
prolate and oblate deformations, respectively. Prolate and oblate de-
formations from Feng’s analytical results are shown with dash-dotted
and dash-dot-dotted lines, respectively. Predictions from decoupled
numerical model are shown with a blue open right triangle and a solid
green left triangle for prolate and oblate cases, respectively.

tions, we consider λc = 4.75. On the other hand, the value of
λc is 1.75 for oblate or negative deformations. Equations (55)
and (57) suggest that the amplitude of D monotonically in-
creases with increasing Cae for both prolate ( fT > 0 or fF >

0) and oblate ( fT < 0 or fF < 0) deformations. Figure 6
shows a similar gradual increase in the magnitude of defor-
mations for both prolate and oblate cases. We further observe
that, in both the deformation regimes, our results without SCC
agree well with the predictions from the existing LB-based
numerical model, which were simulated by neglecting SCC
[36]. In the case of prolate deformations, results from the
present model marginally deviate from Taylor’s analytical
predictions for a range of Cae. In contrast, the results agree
well with Feng’s model for up to Cae = 0.2. Such deviation
from Feng’s first-order model is expected as the validity of the
analytical solutions is limited to small values of Cae. The same
scenario is observed in the case of oblate deformations. In
oblate deformations, our predictions agree with Taylor’s and
Feng’s theory for values of Cae < 0.2. However, we observe
that, in this regime, the results from the present model are
marginally underpredicted from theory for Cae > 0.2. Such
behavior can be attributed to the diffuse nature of the interface.

C. Effect of SCC

Next, we study the effects of the SCC on droplet defor-
mation. At stronger electric fields, convection at the interface
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FIG. 7. Contour of charge accumulation and velocity vectors at λμ = 1.4, λc = 4.75, λp = 3.5, and Cae = 0.8. (a) Prolate deformation
without SCC. (b) Prolate deformation with SCC (Ree = 5.80). The magnitude of charge accumulation at the poles is negligibly higher in the
case with SCC than without SCC. No observable difference in the magnitude of deformation is noted between these two cases.

becomes dominant due to the larger finite values of Ree,
and the accumulated charges shift along the flow. Conse-
quently, the electric stresses are affected at the interface and
the deformation of the droplet deviates from the linear the-
ory. In prolate deformations, such a nonlinear mechanism
of SCC strengthens the deformation by accumulating similar
additional charges at the poles. In contrast, deformation is
weakened due to SCC when the drop shape is oblate spheroid
as the charges are moved towards the equator from the poles.
However, as previously reported [23,32], the effect of SCC on
droplet deformation is different for prolate and oblate shapes,
as we show them in Figs. 7 and 8. The parameters for these
simulations are the same as in Table I. While the completely

coupled equations are solved by varying Ree to study the
effect of SCC, the charge advection term in Eq. (15) is ne-
glected to simulate the cases without SCC.

As observed in Fig. 7, the effect of SCC is negligible in the
prolate deformation regime. Such weak effects of SCC are not
uncommon and have been reported in the existing literature
for large deformation cases [32,61]. Figure 7(a) shows the
electric charge and velocity vector contour without consider-
ing SCC. While in Fig. 7(b), we consider the effects of SCC
and plot the same contours. The nondimensional parameters,
λμ, λc, λp, and Cae for both these cases are 1.40, 4.75, 3.5, and
0.8, respectively. While no SCC for Fig. 7(a) was achieved by
neglecting the convection term in Eq. (15), Ree is finite for

FIG. 8. Contour of charge accumulation and velocity vectors at λμ = 1.4, λc = 1.75, λp = 3.5, and Cae = 0.8. (a) Oblate deformation
without SCC (Ree = 0). (b) Oblate deformation with SCC (Ree = 5.80). While in the case without SCC, most of the charge accumulation
occurs at the poles, the charges accumulate at the equator due to the SCC leading to a charge shock (inset). Moreover, the magnitude of charge
accumulation is more than twice in the case with SCC compared to the one without SCC.
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FIG. 9. Deformation as a function of Ree and Cae at λμ =
1.4, λp = 3.5, and λc = 1.75. Solid and dashed lines represent
predictions from Taylor’s and Feng’s linearized analytical models,
respectively. Solid and open red circles represent predictions from
the present model for varying Ree considering the effect of SCC
and Cae neglecting SCC, respectively. Solid green triangles represent
the decoupled solution for the deformation of an LD droplet without
considering SCC by Cui et al. [36].

Fig. 7(b) with value 5.80. In such cases, SCC enhances the
accumulation of charges at the poles when the deformation
is a prolate spheroid with the equator-to-pole flow. Moreover,
the drop is more conducting than the outer medium as λτe < 1.
Consequently, the interface behaves similarly to a highly con-
ducting surface, thus reducing the tangential component of the
electric stresses considerably [19]. As the Coulobmic forces
dominate the deformation in the LD regime, the effect of SCC
is weakened due to the reduced presence of the tangential
electric stresses. Moreover, increased accumulation of charges
at the poles enhances the charge continuity leading to a weaker
effect of SCC on prolate deformations [23]. Thus, we observe
a negligible difference in the deformation between Figs. 7(a)
and 7(b). Nonetheless, with stronger electric fields, the SCC
will affect the prolate deformation of the droplets [18]. How-
ever, within the limit of Cae studied in this work, the effect of
SCC is negligible in the prolate deformation regime.

In contrast to the previous case of prolate deformation in
Fig. 7, we observe a strong effect of SCC in the case where
the deformation of the droplet is an oblate spheroid with a
pole-to-equator flow as shown in Fig. 8. For these contours,
λμ, λc, λp, and Cae are 1.40, 1.75, 3.5, and 0.8, respectively.
Figure 8(a) shows the flow circulations and electric charge
contours for an initially spherical droplet neglecting the effect
of SCC. Here we observe that the major charge accumulation
occurs at the poles. Contrary to the case in Fig. 8(a), when
the effect of SCC is taken into account with a finite value
of Ree = 5.80, the accumulated charges convect towards the
equator from the pole in Fig. 8(b). At the steady state, we
observe a maximum accumulation of countercharges from

FIG. 10. Deformation as a function of the conductivity ratio of
the disperse to the continuous phase. The solid black line represents
the values predicted by Taylor’s analytical model. Solid blue trian-
gles are the numerical predictions by Tomar et al. using coupled
level-set and volume-of-fluid methods. Open red squares and green
circles are predictions from the present model considering and ne-
glecting the effects of SCC, respectively.

both hemispheres at the equator. Such an accumulation of
opposite charges at the equator leads to a charge shock, as
shown in the inset of Fig. 8(b). Such charge shock ultimately
leads to an abrupt rise in charge accumulation [23,32] in the
case of SCC-driven oblate deformations.

As discussed before, in the parametric limit considered
herein, the effect of SCC is stronger in the oblate deforma-
tion regime compared to the prolate regime. Hence in the
context of SCC, we limit our quantification and comparison
of deformations to oblate flows in Fig. 9. Here, we show
the deformation as a function of increasing electric Reynolds
number. As observed in Fig. 9, deformation is less in SCC-
driven flows compared to the cases where SCC is neglected.
As mentioned, SCC reduces the accumulated charges at the
poles in oblate deformations. The subsequent reduction of net
electrostatic forces at the poles leads to a weaker deformation.
Hence, we observe smaller deformation for SCC-driven flows
in Fig. 9. For Ree < 2, we note negligible deviation in the
drop deformation from the analytical and decoupled numeri-
cal predictions, while at larger values of the Ree effect of SCC
is profound and should not be neglected. Moreover, such de-
viation from decoupled numerical predictions increases with
increasing Ree corresponding to the stronger electric fields. As
the effect of SCC dominates over charge conduction at higher
values of Ree, it stabilizes the deformation of oblate droplets.
Hence we observe an increasing deviation of deformation
between numerical predictions with and without SCC.

We further quantify the effect of increasing electrical con-
ductivity ratio on SCC in Fig. 10 and compare our numerical
predictions with that of Tomar et al. [28] and Taylor’s ana-
lytical model. The physical parameters for the present study
are summarized in Table II. The ratio of electrical permittivity
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TABLE II. Notation and values of the physical properties of the fluids involved in comparison with Tomar et al. [28]. All other values are
the same as used before.

Symbol Description Value

μi Dynamic viscosity of dispersed phase 1 × 10−3 Pa s
εi Absolute electrical permittivity of dispersed phase 3.94 × 10−10 C/V m
εo Absolute electrical permittivity of continuous phase 3.94 × 10−11 C/V m

(λp) is 10. The ratio of electrical conductivities (λc) is varied
from 1.80 to 14.4 by varying the conductivity of the droplet
(σi). While the electric capillary number (Cae) for all the
cases is 0.18, the electric Reynolds number (Ree) is 1.25 for
the cases with and without SCC. The magnitudes of other
parameters remain unchanged as in Table I.

Figure 10 shows the droplet deformation as a function of
increasing electrical conductivity ratio for cases considering
and neglecting the effect of SCC. With increasing λc, the de-
formation transitions from oblate (D < 0) to prolate (D > 0)
spheroidal shapes. Moreover, the solutions from the present
numerical model of the decoupled problem by neglecting SCC
marginally agree with analytical solutions for weak deforma-
tions. In addition, we observe that the deformations in our
simulations are consistent with the results obtained by Tomar
et al. [28].

Similar to Fig. 7, we observe a weak effect of SCC on
prolate deformations when λc > 6. Deformations predicted
within this regime with and without the effect of SCC co-
incide. Such a prediction of the weak effect of SCC in the
prolate regime at larger values of λc agrees well with the
existing literature [31]. On the other hand, with decreasing
λc, the droplet transitions towards oblate deformations regime
below λc ≈ 6. In this regime, the difference in the predicted
deformations between with and without SCC cases increases
with decreasing λc. Such a prediction agrees with the ex-
isting theory [31] due to the charge shock resulting from
the SCC.

In the previous simulations, we limited the deformation
considering the effect of SCC to small values (D ∼ 0.1). Here,
we present charge contours corresponding to a case with large
deformations (D > 0.10). Table III gives the parameters
used in these simulations. All other parameters are reused
from the comparison with Tomar et al. [28]. Figure 11
shows the temporal evolution of charge accumulation for
a large deformation case with λμ = 1, λc = 0.1, λp = 2.0,
Cae = 0.4, and Ree = 22.2. Initially, the charges accumulate
at the poles as observed in Fig. 11(a). When the SCC
gradually overcomes the charge accumulation, we observe an
equatorial charge accumulation leading to a charge shock [see

Fig. 11(b)]. The deformation index obtained in this case is
−0.30, suggesting a large deformation as defined by Alidoost
and Reza Pishevar [32].

However, the deformation is yet to become steady at this
stage. As time progresses, we observe another transition from
such equatorial charge shock to thin sheet formation around
the droplet [Fig. 11(c)]. Finally, in Fig. 11(d), we observe
equatorial streaming where the thin sheet breaks up from the
parent droplet. The deformation index before the breakup is
estimated to be −0.581. As such, unlike Alidoost and Reza
Pishevar [32], we observe a different breakup mode. Such
behavior can be attributed to the difference in the magnitude
of electrical conductivity of the fluids used in the present case
and in Alidoost and Reza Pishevar [32]. Nonetheless, these
results are in agreement with the existing literature [63].

V. CONCLUSION

In the present work, we developed a coupled LB and FD
method-based numerical framework to study the transient
EHD flows by solving the completely coupled Taylor-Melcher
LD model. Unlike previous LB-based models, the present
methodology includes nonlinear surface-charge convection
with directional derivatives at the interface. Considering such
directional derivatives helps to eliminate the miscalculation of
the interfacial discontinuities arising while using the volumet-
ric derivatives at the interface.

First, we qualitatively validate the present model by com-
paring the charge accumulation, dipole orientation, and the
vortices generated inside and outside the droplet with the ex-
isting literature [20,36]. All such predictions from the present
model agree well with the existing theoretical predictions for
both oblate and prolate regimes with acceptable accuracy. The
quantitative comparisons of the predicted deformations from
the present model without SCC show good agreement with
the analytical expressions by Taylor [20] and Feng [59], and
other LB-based numerical predictions [36].

We further demonstrate the capability of the present model
for SCC-dominated flows. We compared the charge accu-
mulation for the cases with and without SCC and with the

TABLE III. Notation and values of the physical properties of the fluids involved in simulations with large deformation with SCC. All other
values are the same as used in Table II.

Symbol Description Value

εi Absolute electrical permittivity of dispersed phase 8 × 10−10 C/V m
εo Absolute electrical permittivity of continuous phase 4 × 10−11 C/V m
σi Electrical conductivity of dispersed phase 1.275 × 10−8 S/m
εo Electrical conductivity of continuous phase 1.275 × 10−7 S/m
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FIG. 11. Contour of charge accumulation for large oblate deformation with SCC with λμ = 1, λc = 0.1, λp = 2.0, Cae = 0.4, and Ree =
22.2 at different nondimensional time steps: (a) 10.6, (b) 31.8, (c) 63.7, (d) 88.5.

findings in the existing literature. The qualitative comparison
of charge accumulation and deformation within the prolate
and oblate deformation regime with SCC agreed well with
the existing literature. In addition, we were able to observe
the presence of charge shock at the equator for oblate de-
formations, which has not been observed in other LB-based
numerical models. The present model further predicts the
sightly increased charge accumulation due to SCC at the
poles for the prolate deformations suggesting a weaker effect
of SCC on prolate deformations. In contrast, the predicted
charge shock in oblate deformation induced a strong nonlinear
effect on the drop deformations. Such predictions prove the
potential of the present simulation approach to make qual-
itative predictions of SCC-dominated flows. The predicted
nonlinear trend in drop deformations in the oblate regime
quantitatively validates the present model for EHD flows with
SCC. Additionally, such quantification explains the reason
for stronger nonlinearity in the oblate deformation regime
compared to prolate deformations. Corresponding to mod-
erate Cae, the effect of the conductivity ratio on SCC and

subsequent deformation was also compared with Tomar et al.
[28]. The quantitative comparison of deformation between
with and without SCC at moderate Cae successfully showed
the decrease and increase in deformation due to SCC in the
oblate and prolate regimes, respectively. Thus, unlike other
existing LB-based models, we are able to explain the reason
behind the weak effect of SCC in prolate deformation and a
strong effect on the oblate deformation of a droplet.

All these predictions indicate the capability of the present
numerical model to successfully simulate the SCC-dominated
EHD flows. Such flows include but are not limited to, the
electrorotation of an LD droplet at stronger electric fields and
EHD droplet generation in complex geometries like T-shaped
[12,65] and cross-flow microchannels.
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