

View

Online


Export
Citation

CrossMark

OCTOBER 11 2023

Computation of spherical sector harmonics norm with
application to blind source separation 
Deepika Kumari  ; Lalan Kumar 

JASA Express Lett. 3, 104801 (2023)
https://doi.org/10.1121/10.0021316

 11 January 2024 12:11:06

https://pubs.aip.org/asa/jel/article/3/10/104801/2916161/Computation-of-spherical-sector-harmonics-norm
https://pubs.aip.org/asa/jel/article/3/10/104801/2916161/Computation-of-spherical-sector-harmonics-norm?pdfCoverIconEvent=cite
https://pubs.aip.org/asa/jel/article/3/10/104801/2916161/Computation-of-spherical-sector-harmonics-norm?pdfCoverIconEvent=crossmark
javascript:;
https://orcid.org/0000-0001-8586-2731
javascript:;
https://orcid.org/0000-0001-7000-7492
javascript:;
https://doi.org/10.1121/10.0021316
https://servedbyadbutler.com/redirect.spark?MID=176720&plid=2061339&setID=592934&channelID=0&CID=753418&banID=520987851&PID=0&textadID=0&tc=1&scheduleID=1987272&adSize=1640x440&data_keys=%7B%22%22%3A%22%22%7D&matches=%5B%22inurl%3A%5C%2Fjel%22%2C%22inurl%3A%5C%2Fasa%22%5D&mt=1704975066921593&spr=1&referrer=http%3A%2F%2Fpubs.aip.org%2Fasa%2Fjel%2Farticle-pdf%2Fdoi%2F10.1121%2F10.0021316%2F18165453%2F104801_1_10.0021316.pdf&hc=40fa724249f5018c320de3b5dcf9661054467e4e&location=


Computation of spherical sector harmonics norm
with application to blind source separation

Deepika Kumari1 and Lalan Kumar2,a)

1Department of Electrical Engineering, Indian Institute of Technology, Delhi 110016, India
2Department of Electrical Engineering and Bharti School of Telecommunication, Indian Institute of Technology,

Delhi 110016, India

deepikakumari.ee@gmail.com, lkumar@ee.iitd.ac.in

Abstract: Spherical microphone arrays (SMAs) are widely being used for source localization and separation. However, it is
uneconomical to build a full SMA when sources are present in restricted regions of environment. Hence, a spherical sector
microphone array is utilized for blind source separation for the first time. In particular, the norm of the spherical sector har-
monics basis function is computed for mixing matrix estimation. The estimated steering vectors are clustered using mean-
shift algorithm. The number of sources is estimated automatically from the number of clusters. The developed mathematical
framework is verified using various simulations and experiments on real data. VC 2023 Author(s). All article content, except where oth-
erwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Spherical harmonics (SH) domain signal processing utilizing a spherical microphone array (SMA) has received much
attention in recent years. This is because of the ease of array processing in the SH domain with no spatial ambiguity.
Hence, the SMA has widely been used for acoustic source localization,1 imaging,2 and source separation.3

However, building an SMA over a rigid sphere is a challenging task. Additionally, using the complete sphere
involves more microphones and information to process. It is also uneconomic to use SMA when sources are present in
restricted regions of the environment. As a result, a recent trend has emerged for the use of a microphone array over spheri-
cal sector. Li et al. utilized a hemispherical microphone array (HMA) for sound acquisition and beamforming.4 Acoustic
image principle (AIP) was utilized therein, facilitating the use of SH, an orthonormal basis function defined over the sphere.
Hemispherical harmonics (HSH),5 an orthonormal basis function defined over HMA, was utilized for sound source localiza-
tion.6 A microphone array placed over one-eighth, quarter, and half-spaces was utilized for beamforming.7 Spherical fraction
harmonics were utilized therein. Orthonormal spherical sector harmonics (S2H) basis functions over a general spherical sec-
tor microphone array were derived for sound-field representation8 and were utilized for subsequent localization.9

Blind source separation (BSS) is used to extract source signals that are mixed by an unknown medium and deliv-
ered by an array of sensors. It has extensive application in communications, speech, and biomedical signals processing.10,11

There have been different approaches to blind source separation that include learning based12 and statistical based.13

Independent component analysis (ICA) for BSS exploits statistical independence and non-Gaussianity of the mixture com-
ponents.14 The joint approximate diagonalization of eigenmatrices (JADE) algorithm has been utilized for BSS.15 BSS for
time-frequency (t-f) overlapped sources in anechoic environment, was used by Aissa-El-Be et al.16 However, it assumes
that the number of sources is known. The estimation of mixing matrix with unknown number of sources in short-time
Fourier transform (STFT) domain was presented by Zhang et al.17 A clustering based approach to BSS was used by He
et al.18 The method uses the learning algorithm to estimate the mixing matrix. The numerical performance criteria is
designed to evaluate the BSS algorithm.19 A standard linear ICA model was utilized for higher-order ambisonic (HOA)
domain based blind separation of convolutive mixtures using SMA.3

In this paper, blind source separation using a spherical sector array is attempted for the first time. In particular,
a spherical sector harmonics clustering based approach is adopted.

2. Spherical sector harmonics norm

A spherical sector microphone array of order N, radius r, and the number of sensors I is considered. The sector is, in gen-
eral, defined by elevation ½h1; h2� and azimuth ½/1;/2�. For the plausible solution to wave equation over the sector, /1 is
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taken to be zero with /2¼ 2p=u, where u � 1.8 A sound field of L plane-waves with wave number k is incident on the
array. The lth source location is denoted by Wl ¼ ðhl;/lÞ, where h is the elevation angle and / is azimuth angle. The ith
sensor location is given by ri ¼ ðr;UiÞT , where Ui ¼ ðhi;/iÞ and ð�ÞT is the transpose of ð�Þ.

2.1 Array data model in S2H-STFT domain

The source separation is performed using discrete time-frequency signal Pðs; �Þ, given by9

Pðs; �Þ ¼ AðkÞSðs; �Þ þ Nðs; �Þ; (1)

where AðkÞ; Sðs; �Þ, and Nðs; �Þ are the steering, signal, and noise matrices, respectively. s is the time frame index and �
is frequency bin index. The wave number k is related to the frequency bin index � as k ¼ 2pf =c ¼ 2p�fs=ðcWÞ. Here, fs is
the sampling frequency, f is the continuous frequency, c is the speed of sound, and W is the window length. The spherical
sector harmonics (S2H) decomposition (S2HD) of the received pressure in Eq. (1) is given as9

Pnmðs; �Þ ¼
ð/2

/1

ðh2

h1

Pðs; �Þ Tm
n ðUÞ

� ��
sin ðhÞdhd/

ffi
XI
i¼1

aiPiðs; �Þ Tm
n ðUiÞ

� ��
; (2)

where ai is the sampling weight of the ith sensor,20 ð�Þ� is complex conjugate of ð�Þ, and Tm
n ðUiÞ represents the S2H basis

function of order n and degree m, given by9

Tm
n ðUiÞ ¼

Km
n

~Pm
n ðcos hiÞ~ejm/i 8 0 � n � 1; 0 � m � n;

ð�1ÞjmjT jmj�n ðUiÞ 8 � n � m < 0;

8<
: (3)

where ~Pm
n ðcos hiÞ is the shifted associated Legendre polynomials. The spatial steering matrix in Eq. (1) can be re-written

using S2H as9

AðkÞ ¼ TðUÞBðkrÞTHðWÞ: (4)

The details of normalization constant Km
n and mode strength matrix BðkrÞ is presented by Kumari et al.9 TðWÞ is an L

	ðN þ 1Þ2 matrix whose lth row is

tðWlÞ ¼ T0
0 ðWlÞ; T�11 ðWlÞ; T0

1 ðWlÞ; …; TN
N ðWlÞ

� �
: (5)

Re-writing Eq. (2) in a matrix form, we have

Pnmðs; �Þ ffi THðUÞCPðs; �Þ; (6)

where C ¼ diagða1; a2;…; aIÞ. Substituting Eq. (4) in Eq. (1), multiplying both sides with THðUÞC and then utilizing
THðUÞCTðUÞ 
 I and Eq. (6), we have

Pnmðs; �Þ ¼ BðkrÞTHðWÞSðs; �Þ þNnmðs; �Þ: (7)

As the mode strength is constant for a particular array configuration, the plane wave decomposition (PWD) is obtained
by multiplying both sides of Eq. (7) with B�1ðkrÞ. This results in the final S2H-STFT data model, given by

Dnmðs; �Þ ¼ THðWÞSðs; �Þ þ Znmðs; �Þ; (8)

where Dnmðs;�Þ¼B�1ðkrÞPnmðs;�Þ and Znmðs;�Þ¼B�1ðkrÞNnmðs;�Þ. THðWÞ is the new steering matrix in S2H-STFT domain.

2.2 Computation of S2H norms

S2H norm for clustering based blind source separation (BSS) is computed in this section. The square of L2 norm of
tHðWlÞ can be written using Eq. (5) as

jjtHðWlÞjj2 ¼
XN
n¼0

Xn
m¼�n

Tm
n ðWlÞ

� ��
Tm
n ðWlÞ: (9)

The S2H addition theorem is given by8

Xn
m¼�n

Tm
n ðWlÞ

� ��
Tm
n ðUiÞ ¼

ð2nþ 1Þq1 � u
4p

Pnðq1 cos cþ q2Þ; (10)

where c denotes the angle between Wl and Ui and (q1, q2, u) defines the elevation and azimuth range for the sector.
Utilizing the addition theorem of S2H with c ¼ 0, Eq. (9) can be simplified as
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jjtHðWlÞjj2 ¼
XN
n¼0

ð2nþ 1Þq1u
4p

Pnðq1 þ q2Þ: (11)

For a spherical sector with h 2 [0�,90�], and / 2 [0�,360�], the parameters of the S2H are calculated as q1 ¼ 2; q2 ¼ �1,
and u¼ 1. Utilizing these values along with Pnð1Þ ¼ 1 in Eq. (11) gives

jjtHðWlÞjj2 ¼
2
4p

XN
n¼0
ð2nþ 1Þ: (12)

Upon simplifying, the final S2H norms for the given sector can be written as

jjtHðWlÞjj ¼
ðN þ 1Þffiffiffiffiffi

2p
p : (13)

3. Application to blind source separation

In this section, S2H norm is utilized for clustering based blind source separation (BSS). The BSS problem is addressed
herein with unknown number of sources. The data model in Eq. (8) is utilized for this purpose. We need to first estimate
the number of sources and then the mixing matrix. The mixing matrix will be utilized thereafter for BSS. Re-writing the
linear time-frequency data model from Eq. (8) we have

Dnmðs; �Þ ¼ THðWÞSðs; �Þ þ Znmðs; �Þ; ðs; �Þ 2 X0; (14)

where X0 is the set including all the ðs; �Þ points in STFT domain. Noise thresholding is applied to remove the noisy t-f
points. If for any t-f point

jjDnmðs; �Þjj
maxjjDnmðs; �Þjj

> �; (15)

the t-f point is retained where � is a small threshold, typically 0.02. Such t-f points form new set X. For noiseless case, the
data model in Eq. (14) can be written as

Dnmðs; �Þ ¼ THðWÞSðs; �Þ; ðs; �Þ 2 X: (16)

Under the assumption of disjoint sources in the t-f domain, the data model in Eq. (16) can be simplified as

Dnmðsa; �aÞ ¼ tHðWlÞSlðsa; �aÞ; (17)

where ðsa; �aÞ 2 Xl and X ¼ [Ll¼1Xl . The steering vector, tHðWlÞ for the lth source can now be estimated as

Dnmðsa; �aÞ
jjDnmðsa; �aÞjj

¼ tHðWlÞSlðsa; �aÞ
jjtHðWlÞSlðsa; �aÞjj

¼ tHðWlÞ
jjtHðWlÞjj

: (18)

Utilizing Eq. (13), the steering vector can be estimated as

t̂
HðWlÞ ¼

Dnmðsa; �aÞ
jjDnmðsa; �aÞjj

	 N þ 1ffiffiffiffiffi
2p
p

� �
: (19)

The estimated steering vectors are clustered using a mean-shift algorithm.21 The number of sources present are estimated
automatically based on the number of clusters. The mean-shift algorithm utilized herein does not consider the poorly pop-
ulated clusters of steering vectors resulting due to noise and overlapped t-f points. The mean-shift algorithm works on the
basis of finding the densest region. It does not require the knowledge of number of clusters as in the k-means clustering

Fig. 1. Illustration of spherical sector harmonics clustering based blind source separation. (a) The STFT plot of the received mixture from one
channel. (b) Three clusters of steering vectors corresponding to three sources. (c) The STFT plot of the separated sources.
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algorithm. The lth estimated steering vector, t̂ðWlÞ is finally given by the lth cluster center. The STFT of each source
Slðsa; �aÞ can now be computed as

Ŝ lðsa; �aÞ 
 t̂ðWlÞDnmðsa; �aÞ: (20)

The proposed spherical sector harmonics clustering based BSS method is illustrated in Fig. 1. Simulations are
performed assuming a rigid spherical sector with h 2 [0�,90�], / 2 [0�,360�] and radius 10 cm under free-field assumption.
The sector utilizes all the 30 microphones in VisiSonics system22 with entire azimuth and h 2 [0�,90�]. The selection of
the spherical sector is done considering ease of installation and applications. Three speech signals from TIMIT database23

were utilized for the simulation. The mixed signal was received over the sector from three sources with locations (30�,15�),
(60�,30�), and (45�,45�) at SNR 25 dB. The array order was taken to be 4. The STFT plot for the received signal from first
channel is given in Fig. 1(a). The clusters of steering vectors are plotted in Fig. 1(b). Three distinct clusters can be
observed corresponding to the three sources. The centers of these clusters are the final estimated steering vectors corre-
sponding to the sources. The estimated steering vectors are utilized for the desired source separation. The STFT plot for
the separated sources is shown in Fig. 1(c).

4. Performance evaluation

Simulation and real data experiments on source separation were carried out to evaluate the proposed BSS method. Both
the simulation and real data experiments utilized 30 microphones of VisiSonics SMA22 falling over the sector with
h 2[0�,90�], and / 2 [0�,360�]. The azimuth and elevation range correspond to a hemisphere. Hence, S2H becomes identi-
cal to that of hemispherical basis.9 The radius of SMA is 10 cm. The experimental setup for real data recording in anechoic
chamber is shown in Fig. 2. The mixed signal for simulation experiments was received over the sector from two sources
with locations (30�,15�) and (60�,45�). The array order was fixed as 4. Simulation experiments were carried out using 160
(80 for source 1 and 80 for source 2) sentences from the TIMIT database. Various performance metrics are presented to
evaluate the proposed method.

4.1 Simulation experiments

In this section, the proposed method is verified using composite and objective measures on simulated data.

Fig. 2. Experimental setup in an anechoic chamber at IIT Delhi.

Table 1. The composite measures of the JADE, spatial clustering, SH, and proposed S2H clustering methods at SNR 15 dB.

JADE Spatial clustering SH clustering S2H clustering

Measure S1 S2 S1 S2 S1 S2 S1 S2

CT �0.383 1.2833 1.6049 1.8694 1.6869 1.9738 1.7468 1.9959
CNT 1.4825 1.4754 2.1837 1.9687 2.2466 2.0484 2.2923 2.0820
COVL 0.4639 1.2393 1.4883 1.5234 1.5069 1.5920 1.5408 1.5979
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4.1.1 Composite measures

To estimate the quality of separated speech, composite measures denoted by CT for target distortion, CNT for non-target
distortion, COVL for overall quality are utilized.24 The composite measures are presented in Table 1 at SNR 15 dB. It is
noted that the proposed S2H based method gives better performance with higher value of CT, CNT, and COVL when com-
pared with SH algorithm. Poor estimation in case of SH clustering method may be attributed to approximation of the
function over sector using SH. Additionally, it may be observed that the source separation in SH and S2H domains are
better when compared to the spatial domain processing. Clustering based approach outperforms the JADE algorithm that
additionally assumes the number of sources to be known.

4.1.2 Objective measures

Here, variation of objective measures for SH and S2H clustering based BSS with varying SNR is presented. In particular,
log likelihood ratio (LLR) and SNR loss measures are utilized. Low LLR and SNR loss indicate better separation. The
objective measures are plotted in Fig. 3. It is noted that the S2H clustering based source separation outperforms the SH
algorithm for both the objective measures.

4.2 Real data experiments

The proposed S2H clustering based method is also verified on real data. Keeping all the experimental conditions the same
as detailed in Sec. 4.1, an anechoic chamber is utilized to conduct the experiment. The details of the experimental setup
are shown in Fig. 2. Two mini bluetooth speakers by JBL are utilized as acoustic sources. The sources are placed at
(70�,10�) and (55�,130�) in the far-field region. The clusters of steering vectors are plotted in Fig. 4(a). Two distinct clus-
ters can be observed corresponding to the two sources. Additionally, spectrogram plots for the two separated sources are
plotted in Fig. 4(b).

5. Conclusion

In this paper, the S2H norm is computed. The norm is utilized for clustering based blind source separation in the S2H-
STFT domain. The number of sources is estimated directly from the number of approximated clusters. Noise thresholding
is utilized for the steering (mixing) matrix computation. Composite and objective measures are utilized for evaluating the
proposed method. The proposed method performs reasonably better than traditional counterparts. The experiments were
also carried out on real data. A prototype of S2MA for BSS applications is currently being explored.

Fig. 3. The LLR and SNR Loss of the two estimated sources at (30�,15�) and (60�,45�) for various SNRs, (a), (b) LLR for estimated sources 1
and 2, respectively, and (c), (d) SNR Loss for estimated sources 1 and 2, respectively.

Fig. 4. Illustration of spherical sector harmonics clustering based blind source separation on real data. (a) Two clusters of steering vectors cor-
responding to two real sources. (b) The STFT plot of the separated sources.
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