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Abstract

Transition metal dichalcogenides (TMD) are part of the 2D material family with profound sci-

entific interest. They exhibit direct bandgap, conducive electronic and mechanical properties,

and atomic-scale thickness, making them suitable for fundamental studies. Their applicabil-

ity is evident in diverse fields of high-end electronics, optoelectronics, spintronics, flexible

electronics, and energy harvesting. MoS2 being abundant becomes the obvious choice to un-

derstand the TMD family. In this thesis, we attempt to tune MoS2 by defect engineering and

designing van der Waals heterostructures (vdW HTSs). In case of defect engineering, we in-

tend to analyse the thermodynamic stability of native point defects using density functional

theory (DFT). In addition, the van der Waals interactions do affect the stability and mobility

of the point defects in the semiconductors. Hence, the thesis includes comparative analysis

of two-body van der Waals and many body dispersion that affect the defect states leading to

a change in the free energy of formation and hence, in the stability. Further, moisture plays

a significant role in the emergence of negative differential resistance (NDR) in our devices as

the defect sites on the MoS2 nanoflakes readily adsorb water, facilitating electrochemical redox

reactions. Therefore, it is imperative to understand the mechanism behind the same.

In the case of designing vdW HTSs, we have focused on photocatalytic and electrocatalytic hy-

drogen evolution reactions (HER). vdW HTSs have immense scope in this field as the lubricity

due to weak vdW forces facilitates the interlayer movement that assists in photocatalysis. As no

extensive study on MoS2 (and MoSSe) based bilayer vdW HTSs with transition metal oxides

(TMOs, viz. HfO2, T-PtO2, T-SnO2) and TMDs (viz. HfS2, ZrS2, TiS2) as the second layer has

been performed so far, we have attempted to understand the same for Z-scheme photocatalytic

application. Subsequently, we move towards electrocatalytic study where the electronegativity

difference between the constituent monolayers actuates electron transfer, thereby affecting the

HER. Even if the constituent monolayers have inactive sites, the resulting vdW HTS can be

obtained as an active electrocatalyst due to an inbuilt electric field at the interface. We explore
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Boron Phosphide (BP) monolayer, MoS2/BP and MoSSe/BP vdW HTSs for HER. BP mono-

layer has been reported with low carrier effective mass, high carrier mobility, good mechanical

strength, and stability in water environments. Since the lattice parameters of MoS2 and BP are

similar, the MoS2/BP vdW HTS becomes a plausible system with minimal lattice mismatch.

In addition, we have also analyzed MoSSe/BP vdW HTS. Any prior investigations for HER on

these systems are hitherto unknown; hence we have considered these systems for our work.

We have followed first-principles based approach with the DFT formalism to conduct the stud-

ies. Under its aegis, we have employed hybrid density functional theory and density functional

perturbation theory (DFPT). The stability and the excited state properties have been predicted

by ab initio atomistic thermodynamics and many-body perturbation theory (MBPT: G0W0,

BSE and model-BSE (mBSE)), respectively. Further, to find the saddle points and minimum

energy paths between known reactants and products, the climbing image nudged elastic band

(CI-NEB) method is incorporated.



 
 

 
 
 

सार 

ट्रैंिज़शन मेटल डाईचैलकोजेनॉइड्स (TMD) गहन वैज्ञािनक रुिच वाले 2D पिरवार का िहस्सा हैं। MoS2 का प्रचुर 

मात्रा में होना TMD पिरवार को समझने का स्पष्ट िवकल्प बन जाता ह।ै इस शोध प्रबन्ध में, हम “डीफ़ेक्ट 

एंिजनीिरंग” और “वैन डर वॉल्ज़ हटेरोस्ट्रक्चर (vdW HTS)” की रचना कर MoS2 के गुणो को पिरवितर् त करने का 

प्रयास करते हैं। “डीफ़ेक्ट एंिजनीिरंग” के मामले में, हम “घनत्व-फ़लन िसद्धांत (DFT)” का उपयोग करके पदाथर् 

के मूल दोषों की थमोर्डायनािमक िस्थरता का िवश्लेषण करना चाहते हैं। इसके उपरांत, “वैन डर वॉल्ज़” इंटरकै्शन 

सेमीकंडक्टर में मूल दोषों की िस्थरता और गितशीलता को प्रभािवत करते हैं। इसिलए, इस शोध प्रबन्ध में टू-बॉडी 

वैन डर वॉल्ज़ और मेनी-बॉडी िडस्पशर्न का तुलनात्मक िवश्लेषण शािमल ह,ै जो मूल दोषों को प्रभािवत कर उसके 

फ़्री एनजीर् ओफ़ फ़ॉमेर्शन को पिरवितर् त करता ह।ै इस कारण पदाथर् की िस्थरता भी प्रभािवत होती ह।ै इसके 

अितिरक्त, नमी हमार ेउपकरणों में एक महत्वपूणर् भूिमका िनभाती ह।ै MoS2 नैनोफ्लेक्स के मूल दोष आसानी से 

पानी के अणु को अिधशोिषत कर, िवद्युत रासायिनक रडेॉक्स अभीिक्रयाएं में सहायता करते ह।ै इस हते,ु ऋणात्मक 

िवभेदी प्रितरोधक (NDR) के MoS2 नैनोफ्लेक्स में प्रभाव  के पीछे के तंत्र को समझना अिनवायर् ह।ै  

vdW HTS िडजाइन करने के मामले में, हमने फोटोकैटिलिटक और इलेक्ट्रोकैटिलिटक हाइड्रोजन इवोल्यूशन 

िरएक्शन (HER) पर ध्यान कें िद्रत िकया ह।ै vdW HTS का िवस्तृत कायर् क्षेत्र और स्नेहक िनष्पादन, Z-स्कीम 

फोटोकैटिलिसस में सहायता करती ह।ै इस हतेु, MoS2 (और MoSSe) आधािरत बाइलेयर vdW HTS पर ट्रैंिज़शन 

मेटल ऑक्सायड्ज़ (TMOs, अथार्त HfO2, T-PtO2, T-SnO2) और TMDs (अथार्त HfS2, ZrS2, TiS2) की दूसरी 

परत के रूप में अब तक फोटोकैटिलिटक एिप्लकेशन के िलए कोई व्यापक अध्ययन नहीं िकया गया ह।ै इसके 

बाद, हम इलेक्ट्रोकैटिलिटक अध्ययन की ओर बढ़ते हैं, जहां मोनोलेयसर् के बीच इलेक्ट्रोनगेिटिवटी अंतर इलेक्ट्रॉन 

हस्तांतरण को सिक्रय करता ह,ै िजससे HER प्रभािवत होता ह।ै मोनोलयसर् में िनिष्क्रय कैटिलिटक साइटों के 

बावजूद, उससे िनिमर् त vdW HTS के इंटरफेस में एक अंतिनर् िमर् त इलेिक्ट्रक फील्ड के कारण, यह सिक्रय 

इलेक्ट्रोकैटिलस्ट के रूप में प्राप्त िकया जा सकता ह।ै हमन ेHER के िलए बोरॉन फास्फाइड (BP) मोनोलेयर, 

MoS2/BP और MoSSe/BP vdW HTS पर क्षोध कीया ह।ै BP मोनोलेयर को अच्छी यांित्रक शिक्त और पानी 

के वातावरण में िस्थरता के साथ सूिचत िकया गया ह।ै चूँिक MoS2 और BP के लैिटस पैरामीटर समान हैं, MoS2 

/BP vdW HTS न्यूनतम बेमेल लैिटस के साथ एक प्रशंसनीय उदाहरण बन जाती ह।ै इसके अलावा, हमने 

vii



 
MoSSe/BP vdW HTS का भी िवश्लेषण िकया ह।ै इनपर HER के िलए कोई पूवर् जांच अब तक अज्ञात ह;ै 

इसिलए हमने इन्हें अपने क्षोध हतेु माना ह।ै 

हमने अध्ययन करने के िलए DFT के साथ आिदतः पिरकलन का पालन िकया ह।ै इसके तत्वावधान में, हमने 

हाइिब्रड DFT और डेंिसटी फंक्शनल पटर्बेर्शन िसद्धांत (DFPT) को िनयोिजत िकया ह।ै िस्थरता और इक्सायटेड-

से्टट के गुणों का िवश्लेषण क्रमशः आिदतः पिरकलन और मेनी-बॉडी पटर्बेर्शन िसद्धांत (MBPT: G0W0, BSE और 

model-BSE (mBSE)) द्वारा िकया गया ह।ै इसके अलावा, ज्ञात अिभकारकों और उत्पादों के बीच सैडल पॉइंट 

और न्यूनतम ऊजार् पथ खोजने के िलए, क्लाइिमंग इिमज नज्ड इलािस्टक बैंड (CI-NEB) िविध को शािमल िकया 

गया ह।ै 
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CHAPTER 1

Introduction

1.1 2D materials

Can we imagine a world without smartphones? Semiconductors drive the innovation in smart-

phones or, in generic terms, electronic devices. Research on 2D materials is the new trend that

can make them more nimble. Extending the applicability of 2D materials to our environment,

surroundings, and body can tackle many issues such as global warming, pollution and environ-

ment degradation. In materials science, we deal with materials classified based on dimensions.

When we reduce the dimensions to the nm scale, we come under the regime of nanomaterials.

If one dimension is in nm (i.e., d≤100 nm), it is 2D material; if two, then 1D material, and if

three, then 0D material. Using graphite as an example, we see 0D fullerene, 1D nanotubes, 2D

graphene, and 3D (bulk) graphite, possessing various properties.

Role of 2D materials in sustainable development goals: The varied facets of human develop-

ment, including economy, social stature, education, and science, provide the blueprint for pros-

perity and development. In this purview, the 2D materials provide substantive support in the

specific areas of affordable and clean energy, industry and innovation, and climate action. The

existing reports discussed herein have built onto further research. For instance, in the regime of

energy storage applications such as supercapacitors, graphene, reduced graphene oxide (rGO),

2D MnO2, MoS2/rGO heterostructure, and Co3O4 nanosheet have been reported as promis-

ing alternatives for an electrode [3]. Further, emerging technologies and startups have been

devising solutions using 2D materials. Some industry-ready solutions are hexa-boron nitride

for highly conductive inks, nanofluids as a coolant, and nano-chips for transmission electron

microscopy (TEM) heating solutions. Hence, working on varied 2D material aspects includes

fundamental electronic and structural property studies, thermal and mechanical studies, and

industry-ready applicability or device-based study.

1
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Types of 2D materials: Graphene has been a cutting edge material that opened new possi-

bilities for a range of materials [4, 5]. The combination of its dimensionality and behaviour

of electrons as relativistic particles make it extraordinary. Being a zero band gap semimetal,

graphene is highly sensitive to change such as mechanical deformations, external electric field

etc. However, its restricted use in the semiconductor and/or photovoltaic industry due to zero

band gap and engineering required for the same, opened new avenues of various other 2D ma-

terials [6, 7, 8]. The transition metal dichalcogenides (TMDs) gained special interest due to

their lamellar structures similar to that of graphite. In addition, they are naturally abundant and

their monolayers exhibit band gap. TMDs are a versatile group of 2D materials family where

the bulk property range from semiconductors (MoS2, WS2), metal (NbS2), semimetals (WTe2,

TiSe2) to insulators (HfS2). The general classification of 2D materials are as follows [9, 10]:

• Graphene family: This include graphene and its derivatives, whereby derivatives mean

heterogeneous atoms and hybridized C atoms. For e.g. fluoro-graphene, chlorographene,

and graphene oxide.

• Xenes: This is monoelement material with trigonal and hexagonal lattices. These are

made from group IIIA, IVA, and VA elements (e.g. silicene, gemanene, borophene).

These structures include out of plane arrangements rather than ideal flat structure.

• MXenes (Transition metal carbides and nitrides): Mn+1Xn (n=1-3) where M is early

transition metal and X is carbon or nitrogen. These are arranged in the form of [MX]nM.

• TMDs: These are three atomic layer arrangement where transition metal layer is in be-

tween the two chalcogen layers (MX2: e.g HfS2, MoS2).

• 2D Oxides: These broadly include lead oxides, phosphorous oxides and transition metal

oxides. These have strong chemical bonding within a layer. These form highly chemi-

cally active interface.

• Synthetic 2D vdW materials: The generic formula MA2Z4 belongs to these materials.

These materials are formed by passivating non-layered materials with the layered coun-

terparts.

• vdW Heterostructures: These are formed by vertically layering the monolayers where

there are van der Waals forces in between the two layers. These open wide range of

tunable properties for varied applications.
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Figure 1.1: Schematic illustration of types of 2D materials.

Now, let us understand, how property of the material changes as we go from bulk to 2D. When-

ever, we reduce the dimension of a material, the change in the electrical, optical, mechanical

and chemical properties are bound to happen. Therefore, this affects the transparency, conduc-

tivity, hardness and reactivity of the materials. The consequence of reduction in dimension is

quantum tunnelling. In nanometre scale, we observe wavelength of the particle comparable to

the thickness of the energy barrier. Moreover, the electrons are confined in a space as compared

to that in bulk. Finally, there is increased surface to volume ratio. Hence, property change is

evident in 2D as compared to bulk. We can understand this by considering an example of "par-

ticle in a box problem", with the following energy equations that corresponds to the 0D, 1D
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and 2D cases:

En =
[
π2~2

2mL2

]
(n2

x + n2
y + n2

z) (1.1)

En =
[
π2~2

2mL2

]
(n2

x + n2
y) (1.2)

En =
[
π2~2

2mL2

]
(n2

x) (1.3)

1.2 TMDs

MoS2, MoSe2, WS2 and WSe2 are the widely studied TMDs. These are isolated by chemical

and mechanical exfoliation. There band gaps transit from indirect (bulk) to direct (monolayer)

indicating the effect of quantum confinement, interlayer interaction and long range Coulomb

effects. Direct band gaps are at near-infrared and visible energy spectrum. The TMD layer

fabrication is comparatively low-priced due to the presence of weak vdW interaction. Their

optical properties are largely affected by the reduced 2D screening, resulting into tightly bound

excitons. Hence, they are explored for (opto)electronics, valleytronics and (opto)spintronics

applications.

Figure 1.2: Bandstructure from bulk to 2D.

The crystal structure of bulk TMD (consider MoS2 as a prototype) exists in 1T (trigonal, space

group: P3̄m1, point group: D6d), 2H (hexagonal, space group: P63/mmc, point group: D6h)
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and 3R (rhombohedral, space group: R3m, point group: C3V ) polytypes [11]. The digits in

the polytypes represent number of monolayers in the unit cell. The 1T phase has octahedral

Mo-S coordination whereas the other two phases have trigonal prismatic coordination. The nat-

urally occurring molybdenite is thermodynamically stable in the 2H phase. The corresponding

monolayer is 1H phase with trigonal prismatic coordination. The point group is now D3h with

no inversion symmetry. All the study in this thesis has been undertaken in this phase. In the

bandstructure, Mo 3d contributes to the conduction band (CB) and S 2p to the valence band

(VB).

Figure 1.3: Prototypes of bulk MoS2

1.3 Applications

Energy related issues and environmental problems such as pollution and global warming are

alarming to the humanity. In the last decade, the large increase in world population has led to

a significant increase of the emission of greenhouse gases from fossil fuels. In this context,

clean and renewable energy, and in particular harnessing solar energy is the most promising

solution. In view of this, the widely researched area for 2D materials have been photovoltaics,

thermoelectrics and catalysis.
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• Photovoltaic: Owing to their unique electronic, optical and structural properties, TMDs

can be utilized as an absorber and transparent electrodes [12]. Their monolayers ex-

hibit direct bandgap and excellent light absorption, making them promising candidates

for photoelectrochemical and photovoltaic applications. The bandgaps of these are in

the range 1.0–2.0 eV, which is in the visible region solar spectrum window. The other

materials with the comparable bandgaps are Si (1.1 eV), CdTe (1.5 eV) and GaAs (1.4

eV) [13, 14, 15, 16].

• Thermoelectric: The electrical and thermal conductivity of the material can be indepen-

dently modulated for thermoelectric applications [17]. TMDs possess relatively high

electrical conductivity and low thermal conductivity, thereby, being plausible option for

heat and electricity conversion [18].

• Catalysis: The TMD monolayers in general exhibit chemical stability, large surface area

and large number of active sites. Hence, they can be utilized as electrocatalysts. More-

over, the water splitting redox level potential is 1.23 eV and therefore, as previously

discussed TMDs with band gap around this value that straddles the redox potential is

used as photocatalysts.

Now, utilizing the TMD monolayers simply for these applications is not practical. Many factors

come into play such as defects, strain and substrates, that significantly affect their electronic and

optical properties. Therefore, we can purposely utilize these in monolayers to achieve desirable

properties for suitable applications. In this thesis, we have engineered MoS2 monolayer by

defects and designed the van der Waals heterostructures (vdW HTSs) for the same. These have

tuned their optical properties and catalytic properties. Let us now understand why defects are

crucial for study and why there is a need to design vdW HTSs?

1.4 Point defects

Imperfections (or defects) are inevitable in solids and refer to any arrangement of atoms/ions

than the perfect crystalline order. The defects are classified as per the dimensions with one

or two atomic positions as the point defects, one dimensional as the linear defects and two

dimensional as the interfacial or the boundaries. The thesis incorporates the point defects (va-

cancies and antisites). As per the thermal equilibrium phenomenon, the presence of vacancies
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are normal. Since, probing these defects is not always experimentally feasible, first-principles

computations are crucial to understand the same [19, 20, 21, 22, 23, 24, 25].

Let us now understand the presence of the same thermodynamically. The entropy increases

with the defects in the system thereby making them entropically favourable. Hence, the perfect

crystal growth is not favourable due to the enthalpy and entropy. We can understand this as per

the Boltzmann equation [26]:

∆S = kB lnω (1.4)

where ω is number of possible ways elements are arranged in a system. Considering N as

total number of sites available and n being the number of vacancies on those sites, we have

ω = N!
(N-n)!n! . Therefore, entropy is:

∆S = kB ln
N!

(N-n)!n! (1.5)

Now, any stable system requires minimizing the change in Gibbs free energy ∆G which further

corroborates with increase in ∆S

∆G = ∆H− T∆S (1.6)

Therefore, no vacancies (i.e. n=0) results to ∆S = 0 and Gibbs free energy is not reduced.

Hence, defects are inevitable in a system to ensure its stability.

Further, the defect concentrations, howsoever small, have ability to influence the properties of

material that control the transport of matter such as electronic conduction and thermal conduc-

tivity, along with optical properties. As indicated in the previous section, defects can also be

engineered to tune the properties for application in optoelectronic and electronic devices.

1.5 van der Waals heterostructures

Since the bulk and surface are the two faces of the same coin, their usage and properties are

drastically different [27]. Surface reconstruction and interaction lead to different properties

related to the interfaces. The surface is termed a solid and vacuum interface, whereas, the in-

terfaces constitute two materials. The monolayer comes under the regime of surfaces whereas

the heterostructures are altered due to interfacial effects. In this thesis, vdW HTSs are consid-

ered. The vdW HTSs have been described as atomic scale lego [10] with vertical stacking of
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different monolayers on top of each other, where the planar stability is due to covalent bonds

and between two monolayers there are van der Waals interactions. The monolayers with dif-

ferent properties can be chosen to obtain the required property in the vdW HTS, along with

keeping their original electronic structure and hence the properties intact. Experimentally these

are realized by deterministic transfer techniques [28]. Since, the database of 2D materials is

increasing, we have high flexibility and control over engineering the heterostructures as per

the required applications. These are broadly utilized in electronic, optoelectronic and energy

storage industry.

Richard P. Feynman once said, "There is plenty of room at the bottom", and vdW HTSs is ex-

actly the envision of the same. One can achieve myriad of properties such as interlayer excitons,

superconducting states, Hofstadter’s butterfly and moiré patterns. This is due to the atomically

sharp interfaces resulting into electrons’ correlation with phonons and spins, thereby affecting

the charge transfer and energy. The properties of the vdW HTSs formed are affected by the

stacking order, lattice mismatch, supercell and twisting angle. The material synthesis of these

is challenging specifically the monolayers of the non-layered system [29, 30].

1.6 TMDs for catalysis

Let us first discuss what is catalysis? Catalysis represents accelerating reactions and reducing

the energy required for the same. In 1835, the term catalyst was coined by J. J. Berzelius for

the materials that do not consume itself while facilitating a reaction [31, 32]. Another sig-

nificant timeline is 1912 when the Nobel Prize was awarded to Paul Sabatier for his work on

Ni and Co catalysts for the hydrogenation of ethylene and CO. Further, the chronology in-

cludes the study of adsorbed species, configuration of materials, reactivity patterns, defects and

surface. The computational insights on the active sites and reaction path have sufficed experi-

mental realizations. Catalytic processes constitute around 85% of the industrial products [33].

They are indispensable for environment and energy related issues such as pollutant degrada-

tion, transportation fuels and manufacturing chemicals. The catalysis is mainly classified as

homogeneous catalysis, heterogeneous catalysis and enzymatic catalysis (Fig. 1.4). Amongst

them, the heterogeneous catalysis pathway is preferred due to separable reactants and products

that can be reused. In this thesis, we study the same for hydrogen evolution reaction (HER) by

electrocatalysis and photocatalysis (Fig. 1.5).
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Figure 1.4: Types of catalysis

Since, precious metals (Pt and Pd) are the most efficient electrocatalysts, there is dire need to

replace them by TMDs owing to their abundance and low cost [34]. Literature have reported

TMDs to be sustainable for HER. Over the time, continuous advancement in synthesis tech-

niques have led to the production of stable monolayers thus enhancing the interest in these

materials. The stability is supported by the increased surface to volume ratio and availability

of active sites. TMDs in the forms of defected sheet, alloyed sheet, HTSs (vertical and lateral),

Janus sheets, heteroatom-doped sheets and crystal phase based structures (1T, 1T’, and their

HTSs) are utilized for the same.

Photocatalysis utilizes solar energy in visible range to generate electrons (e−) and holes (h+)

at conduction band minima (CBm) and valence band maxima (VBM), respectively, for reac-

tion. In case of electrocatalysis, external voltage initiates the reaction. These electrochemical

interactions and reactions are boon to the aim of green sustainable energy requirements. These

reactions need to be catalyzed to reduce the potential requirements for the same. Therefore,

it is of utmost importance to look for better catalyst. The vdW HTSs have been chosen for

the application, due to spatial separation of e−-h+ at different monolayers and actuation of e−

transfer due to electronegativity difference. Now, vdW HTSs as an electrode for HER can be

divided into two domains: graphene based vdW HTSs and non-graphene based TMD vdW
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Figure 1.5: Photocatalysis and Electrocatalysis

HTS [35, 36, 37, 38, 39]. Majorly, these attempts are experimental on vdW HTSs such as

ZnO/WS2, CdS/g-C3N4, MoS2/Gr, MoSe2/WS2. These have shown less overpotential for the

HER. However, expanding the current library should be the focus as despite the advances in

experiments, discussion on feasible reaction pathways is missing.

1.7 Problems and Challenges

Choosing a suitable type of 2D material and engineering it for required application is a humon-

gous task. Factors that affect it are huge theoretical database, cost, abundance, experimental

growth or exfoliation techniques, defects and stability. Existing studies have construed TMDs

(especially MoS2) as versatile family of 2D materials. Experimentally, one of the challenges

faced by MoS2 is its scalable growth with control over defects. Defects, henceforth, is impor-

tant to understand for tuning the properties. First-principles study is an effective strategy as

experimental workflow for every 2D structure is not conducive practically. The same is true for

designing vdW HTSs.

In 20th century, greatest mind emphasized on the fundamental concepts pertaining to the defect-

free crystals. The discussions on any kind of perturbations were qualitative and not analytically

tried by the tools of quantum mechanics [40]. Defects were not prominent topic of study, which
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was exemplified by the Pauli’s comment on the Peierl’s manuscript (in 1931) that stated “the

residual resistivity is caused by dirt and one should not dwell in dirt”. It is the prominence of

Ge and Si in the rising semiconductor industry, that accelerated the need to control the electrical

properties. Hence, dopants and defects were studied especially vacancies and interstitials. The-

oretical studies gained momentum with challenge to understand doping mechanism. Density

functional theory (DFT) referred as "first-principles" provided superior attempt in understand-

ing defects. Since, defects significantly affect the 2D with respect to their 3D counterpart, the

exchange-correlation (xc) functionals, supercell sizes and k-point sampling is crucial to adjust.

The presence of defects affect carrier mobility and are characterized by strong localization.

Subsequently, problem lies in determining, which kind of defects is stable and/or prominent

in the system. We saw, vacancies are intrinsic as per thermodynamics, whereas other kind of

point defects can arise due to synthesis, alloying and crystallography. Assuring reduced defect

electrostatic interaction by varying supercell size in the model is therefore first step to conduct

a defect-study via "first-principles". However, resources for computation restricts the conver-

gence limit. Finally, effect of finite temperature and pressure is incorporated as formulated in

ab-initio atomistic thermodynamics.

Figure 1.6: Illustration of the approaches (i) Defect engineering and (ii) van der waals het-

erostructures for tuning the properties

Now, when a study aims to understand excited state properties, the quasiparticle calculations

are undertaken which are based on Green’s function methods. These come under the regime

of many-body perturbation theory (MBPT) with GW and Bethe-Salpeter equation approaches.

This further aggravates the memory and cost requirements for the calculations. These require-
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ments also depend on the number of atoms in the systems. Similar challenge is also experienced

in the Climbing image - nudged elastic band calculations (CI-NEB) that is undertaken to find

the saddle points and minimum energy paths between known reactants and products. In this

thesis the aforementioned points have been tackled while undertaking defect study and design-

ing the vdW HTSs for optical and catalytic applications.

Now, designing a vdW HTS starts by choosing materials/monolayers such that their lattice mis-

match is minimum so as to form commensurate HTSs. Secondly, as per the requirement, the

band edge alignment of monolayer should be checked because the band edges of the vdW HTSs

are at similar level with as predicted in their constituent monolayer due to van der Waals forces

in play. Finally, an apt model for further calculations should be chosen based on minimum en-

ergetic stacking configuration. In this thesis, we have designed the vdW HTS for HER through

photocatalysis or electrocatalysis. In the photocatalytic study all the previously mentioned fac-

tors of supercell size, k-point sampling, MBPT calculations, planar averaged charged density

plot, carrier mobility and Gibbs free energy (ab-initio thermodynamics) have been systemat-

ically conducted. Subsequently, the electrocatalytic study for HER in acidic media required

electrical double layer kind of approach. Now, the challenge here is the model of water bilayer

along with vdW HTSs for increasing supercell sizes upto 4x4, that significantly increase the

number of atoms in the system. We choose vdW HTSs for the study because even if the con-

stituent monolayers have inactive sites, the resulting vdW HTS can be obtained as an active

electrocatalyst due to an inbuilt electric field at the interface [41].

1.8 A short overview of the thesis

• Chapter 2: This chapter put forths the methodology employed in the work. It explains

the fundamentals behind the DFT through which we can find the ground state properties.

The excited state properties as achieved by MBPT (GW and BSE) are discussed. There-

after, density functional perturbation theory (DFPT) is discussed that caters to the lattice

dynamics. Ab-initio atomistic thermodynamics and CI-NEB is also briefly introduced

for understanding the stability and minimum energy path for a reaction, respectively.

• Chapter 3: In this chapter, we intend to analyse the thermodynamic stability of native

point defects, where we have calculated the formation energies of the charged point de-

fects i.e., Mo, S and S2 vacancies, and SMo, S2Mo , MoS, MoS2 and 2MoS2 antisites. It is
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of paramount importance to include vdW interaction that originates due to polarization

(refers to induced dipole) and this have been incorporated as (i) the two-body van der

Waals and (ii) many-body dispersion (MBD). We have obtained the phase diagrams for

the most stable defect configurations with PBE and HSE06 functionals. The phase dia-

gram infers the stable defect states as acceptors or donors. If a defect accepts electron to

gain stability, it will have negative charge associated with it and hence will act as electron

acceptors. Similarly, we can interpret for positive charged defects. Moreover, when ∆µe

is close to CBm or VBM, the situation can be stated as either n-type or p-type MoS2

monolayer. The results have supported the dependence of many body dispersion on the

stability of defect configurations and therefore, for accurate experimental correlation this

should be incorporated in the studies. The V−2
S , V−2

Mo and S−2
Mo, V+2

S , V+2
Mo and S+2

2Mo
are

the most probable defect states (HSE06+MBD). Inclusion of finite temperature using ab

inito atomistic thermodynamics approach have shown significant defect concentration in

the temperature range of 50-1000 K. Further, red shift is observed in the optical response

of S−2
Mo and S+2

2Mo
as their band gap are tuned in the range 1.1 to 1.8 eV. Harnessing these

defect states instead of pristine monolayer is considerable for absorption in photovoltaics.

• Chapter 4: In this chapter, we intend to understand the mechanism behind the observed

negative differential resistance (NDR) in the few-layer MoS2 as grown by bi-phasic

method under liquid phase exfoliation. The synthesis route plays a massive role in the

formation and type of these defects. In either case, S vacancies (VS) are prominent in

MoS2 monolayer and bulk. We have obtained the optimized structure of the adsorbed H+

and OH− at the defect sites, respectively. The V +2
S being abundant and stable with +2

charged state adsorbs OH−. Hence, this charged state leads to the dissociation of H2O to

H+ and OH−. The corresponding oxidation and reduction equations are:

2H2O → O2+4H++4e−

2H2O+2e− → H2+4OH−

The H+ exists in the form of hydronium (H3O+) in the water layer. Thus, active sites

prefer OH− adsorption, thereby facilitating the H+ to transfer and conduct between elec-

trodes through the water molecular chain. This defect mediated H+ transfer creates a

gradient between OH− and H3O+ species, thus supporting NDR effect in MoS2 device

in the presence of adsorbed water molecules. Proton conductors are usually solid mate-

rial of various types which contain protons (H+) as the primary charge carriers. On the
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other hand, the proton transport in an aqueous medium containing hydronium (H3O+)

and hydroxide (OH−) ions is also an interesting phenomenon resulting in the high con-

ductivity of water. The previous studies have also indicated the dissociation of H2O and

adsorption of OH− on the O vacancy sites, that facilitates the proton conduction, thereby

affecting the NDR seen in the system.

• Chapter 5: An exhaustive study has been undertaken for understanding different MoS2

and MoSSe based vdW HTSs. As per the band edge alignment, it is observed that these

vdW HTSs does not facilitate the normal photocatalytic process as they do not straddle

the redox potential. However, these are predicted to be implementing the natural photo-

catalysis by Z-scheme. The band edge alignment of the MoSSe vdW HTSs has inferred

large band gap in configuration III than in case of configuration II. This has been at-

tributed to the additional anionic potential gradient due to Se atomic layer at the interface

in configuration II. Moreover, since we are considering Z-scheme photocatalysis, we re-

quire monolayer with lesser recombination as compared to that of their corresponding

vdW HTSs. In order to review this we have checked the variance of D values around

1 for monolayers and vdW HTSs. Therefore, the vdW HTSs with lesser variance as

compared to that of their respective monolayer can be considered probable for Z-scheme

photocatalysis. As per the discussed approach, we have deduced MoSSe/ZrS2 (con-

figuration II and III), MoSSe/HfS2 (configuration II), MoSSe/TiS2 (configuration III),

MoS2/SnO2 and MoSSe/SnO2 (configuration II and III) as the probable Z-scheme vdW

HTSs. Amongst these, the MoS2/SnO2, MoSSe/HfS2 (configuration II) and MoSSe/TiS2

(configuration III) have shown least variance from 1. Their respective carrier mobilities

have been approximately calculated. Moreover, their exciton binding energy is estimated

using BSE@GW@HSE06 which showed comparatively smaller exciton binding energy

of vdW HTSs as compared to that of MoS2 and MoSSe monolayers. The absorption

spectra further confirms the response of these vdW HTSs and hence, their applicability

in photocatalytic devices. Finally, the H2O adsorption and HER indicates their interac-

tion with water, thus, helping in the photocatalytic process.

• Chapter 6: We have modelled a dynamically stable MoS2/BP and MoSSe/BP vdW

HTSs for studying HER by computational hydrogen electrode model as proposed by

Norskov et al. [42]. The underlying approximation considers solvated proton upto first
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bilayer. We have initially discussed the stacking configuration and electronic structure.

We then conduct HER study by initially constituting 2 × 2, 3 × 3 and 4 × 4 supercells.

The optimized structure with the water layer showed a significant potential drop at the

surface-water interface. The electrostatic potential is further affected by the proton sol-

vated in water layer and the Hads constituting coverage over the surface. 2× 2 and 4× 4

supercell with 25% H coverage and 3 × 3 supercell with 11% H coverage have been

deduced for the calculations. Thereafter, we have discussed the optimized systems con-

sisting of water layer (water-solid interface with 3 Å thick water layer) without and with

solvated protons (i.e., H+). The corresponding H2O molecules in the water layer are

varied, thereby constituting 1/3 (i.e., 1 H+/3H2O) and 1/4 (i.e., 1 H+/4H2O) H+ conc.

The configuration corresponding to 3 × 3 supercell size has been studied for 1/8 (i.e.,

1 H+/8H2O) H+ conc. The MoS2/BP and MoSSe/BP vdW HTSs show reduced barrier

height for both Tafel and Heyrovsky reactions in comparison to the BP monolayer.The

Heyrovsky reaction barrier, is lower in case of MoSSe/BP than MoS2/BP vdW HTS, as

observed from the minimum energy reaction paths. On comparing the supercells (and

hence different coverages) with respect to the same H+ conc., we observe high coverage

to favour low H+ conc. and vice versa for reduced reaction barrier. Finally, as per the

extrapolation approach for ∆ER vs ∆U, the Heyrovsky reaction mechanism is plausible.

• Chapter 7: This chapter sums up the important conclusions of the present thesis. The

future scope of the present work is also suggested in this chapter.



CHAPTER 2

Theoretical methodology

2.1 Computational physics

In the present context, the ubiquity of computer simulation is unquestionable. Historically,

the prominence of simulations rose after the second world war. Some examples that mark the

breakthroughs are Electronic Numerical Integrator and Compiler (ENIAC) for mathematical

modeling in the 1940s, Monte-Carlo techniques in the 1960s for particle physics, modeling in

architecture in the 1980s, and the Paris-Durham model in astrophysics from the 1980s. The

usage gained interest from the field of computational physics to the domain of architectural

design. In material science, the extent of computational power utilization is being tested every

time new ways have emanated by exploiting the tools of quantum mechanics. Computer simu-

lations use mathematical models for physical, engineering, chemical, economic, astrophysics,

and manufacturing systems.

In industry, too, the modeling and simulations are the basis of the formulation and performance

of the product. The field is rather interdisciplinary, where the process is an amalgamation of

numerical methods, user interfaces, and model formalism. It is in the model formalism where

the physical or chemical processes are considered. The progression of any process is associ-

ated with a length and time scale, where the corresponding input and output decide the type

of simulation. The different levels of the same are classified as (i) atomistic simulation, where

the structures of the system determine the relationship of structure-property (e.g., Electronic

structure methods, Monte Carlo, Molecular dynamics), (ii) mesoscale simulation pertains to

the evolution of the system as a function of time (e.g., Phase field, Dislocation dynamics) and

(iii) macroscale or continuum simulation ascertains phase diagrams, morphological stability,

interfacial tensions, and flow characteristics (e.g., Computational fluid dynamics). This con-

stitution of multi-scale computations allow the utilization of results from one level to another,

16
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thereby predicting the material specific properties. Now, the determination of these fundamen-

tal principles behind the system is crucial for experimental advancement. Therefore, improving

the quantum mechanical models and the computational infrastructure are necessities of parallel

research. In this area, yet another challenge is the interface of classical atomistic simulation

techniques and quantum mechanical methods. From a broader perspective, these constitute

coupled methods for two or more temporal and spatial scales. Hence, the methods at different

levels are being updated and ever-evolving.

Figure 2.1: Different length and time scales of multi-scale simulations.

In this thesis, we discuss the frameworks corroborating the atomistic simulations. The first-

principles based approaches have been employed to understand optical and catalytic proper-

ties. The layout of the present chapter initiates with the ideation of first-principles calculation.

Subsequently, the density functional theory (DFT) analysis for many-electron quantum sys-

tems is discussed. For excited state properties, the approach is many body perturbation theory

(MBPT). Further, for the reaction pathway, chapter explains the climbing image nudged elastic

band method (CI-NEB). Finally, a discussion on the solid-water interfacial model for electro-
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catalysis is presented.

2.2 First-principles calculations

The foundation of first-principles calculation is the mathematical equations that define physi-

cal laws with no empirical parameters (i.e., ab initio). The electrons and nuclei that constitute

matter are the fundamental particles. Their interactions determine the nature of chemical and

molecular bonding in the system. Hence, the intricate physical processes should naturally arise

in the calculations if we can accurately characterize these interactions. Theoretical frame-

works based on the approximation that explain various phenomena largely depend on electron-

electron interactions. Some approximations that assisted the theory of electrons are the free

electron approximation (discreteness of ions is neglected), the independent electron approxi-

mation (electron-electron interaction is neglected), the Self-Consistent Field (SCF) (electrons’

motion in the mean field of other ions and electrons) and Landaus Fermi liquid (interacting

electrons description by the quasi-particle). However, detailed descriptions of the interacting

electrons must outwith these approximations as strong correlations and exchange energy play

a significant role. The quantum mechanical formalism that governs electron dynamics lays its

basis on the Schrödinger equation. However, the dimensionality of the problem for a many-

electron system complicates the equation. Thus, efficient computational techniques seek more

research and development.

In addition, the equation of state describes the fundamental quantities for condensed matter and

is a function of pressure and temperature. The properties of the material for a given P and T is

determined by its stable structure. Electronic structure calculations are carried at fixed volume.

Therefore, the total energy E at T=0 as a function of volume Ω is an apt quantity to determine

the properties. The fundamental quantities that can be determined are energy E, pressure P,

bulk modulus B and higher derivatives of the energy.

2.3 The many-body problem

The interacting electrons and nuclei govern the many-body problem under the Coloumb poten-

tial and, in a non-relativistic regime, is formulated as a time-independent Schrödinger equation.
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ĤΨk (r1, r2, . . . , rN , R1, R2, . . . , RM) = EkΨk (r1, r2, . . . , rN , R1, R2, . . . , RM) (2.1)

Here, for a system of N electrons and M nuclei, Ĥ is the Hamiltonian operator. The corre-

sponding expression is as follows:

Ĥ = −
N∑
i=1

~2

2me

∇2
i −

M∑
I=1

~2

2M I

∇2
I −

N∑
i=1

M∑
I=1

ZIe
2

|RI − ri|

+ 1
2

N∑
i=1

N∑
j 6=i

e2

|ri − rj|
+ 1

2

M∑
I=1

M∑
J 6=I

ZIZJe
2

|RI −RJ |

(2.2)

On representing the operator as:

Ĥ = T̂e + T̂n + V̂en + V̂ee + V̂nn (2.3)

T̂e and T̂n are the kinetic energy operators of electron and nuclei respectively. The V̂en, V̂ee and

V̂nn account for the electron-nuclear Coulombic interaction, electronic and nuclear Coulombic

repulsions. The ri, e, RI and ZIe are electronic coordinate, electronic charge, nuclei coordinate

and nucleic charge, respectively. The 1
MI

term as per the Born-Oppenheimer approximation is

small and the V̂nn term is a constant term that can be added. Hence, the Hamiltonian becomes

Ĥ = T̂e + V̂en + V̂ee (2.4)

The Born-Oppenheimer approximation separates the nuclei and electronic degrees of freedom.

The nuclei have heavier mass than the electrons and have different time scales of motion. The

approximation assumes electrons’ adiabatic motion following the nucleic movement. The total

wave function, therefore, becomes:

Ψk (r1, r2, . . . , rN , R1, R2, . . . , RM) = Ψe (r1, r2, . . . , rN ;R1, R2, . . . , RM)

×Ψn (R1, R2, . . . , RM)
(2.5)

Hamiltonian is thus written into two parts (Ψe electronic and Ψn nuclear) where the electronic

wave function corresponds to a fixed nuclear geometry and hence depends parametrically on

the nuclear positions.

Considering the atomic units ~ = me = e = 4π
ε0

= 1, the terms are:

T̂e = −
N∑
i=1

1
2∇

2
i (2.6)
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V̂en is the potential acting on the electrons due to the nuclei,

V̂en =
N∑
i=1

M∑
I=1

VI (|ri −RI |) (2.7)

and V̂ee is the electron-electron interaction,

V̂ee = 1
2

N∑
i=1

N∑
j 6=i

1
|ri − rj|

(2.8)

Even after the Born-Oppenheimer approximation, the large dimensionality hinders the exact

solution and is tractable only for some simple cases. Hence, we graduate towards other approx-

imations. Amongst different ab initio approaches, the thesis discusses the wave function based

methods, DFT and MBPT.

2.4 Wavefunction based methods

2.4.1 Hartree approximation

Under Hartree approximation the electronic wavefunction is written as:

Ψ (r1, r2, . . . , rN) = φ1 (r1)φ2 (r2) . . . φN (rN) (2.9)

The assumption being independent electrons interact under the averaged density of electrons,

the electronic Hamiltonian corresponds to:

Ĥel =
∑
i

ĥi + V̂ee (2.10)

where

ĥi = −1
2 ∇

2
i + v̂i (2.11)

The ĥi depends solely on the coordinates of ri (i-th electron). Each electron behaves under an

effective potential of other electrons. The Vee therefore is the interaction between individual

electron and the averaged density of N-1 electrons.

ĝk(r) =
∫
ρk(r) 1

|r− r’|
dr (2.12)

V̂ee ≈
N∑
i=1

ĝi(r) (2.13)
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where

ρ(k) (r) =
N∑
i=1
i 6=k

|φi (r)|2 (2.14)

is the k-th electron interaction with the total density of electrons and excluding its own density.

Hence, we now have N independent single electron equations:

Ĥel ≈
∑
i=1

ĝi(r) + v̂i −
1
2∇

2
i (2.15)

Ĥelφi (r) = εiφi (r) (2.16)

Thereafter, Hartree potential for each electron is computed and solved.

δ

δψ
|〈ψ|H|ψ〉 − E〈ψ|ψ〉| = 0 (2.17)

The comparison of states with the trial states we obtain the new guess state and the iteration

continues until convergence. A major drawback is that it fails to satisfy the anti-symmetry of a

wave function describing fermions, with the interchange of space-spin coordinates.

We find out the total energy E of the ground state.

E =
N∑
i=1

εi −
1
2

N∑
i=1

N∑
j 6=i

Jij (2.18)

where Jij is the Coulomb interaction between electron i and j. These Coulomb integrals are

given by

Jij =
∫ ∫ ρi (r1) ρj (r2)

|r1 − r2|
dr1dr2 =

∫ ∫
|φi (r1)|2 1

|r1 − r2|
|φj (r2)|2dr1dr2 (2.19)

Jij =
∫ ∫

φ∗i (r1)φi (r1) 1
|r1 − r2|

φ∗j (r2)φj (r2) dr1dr2 (2.20)

2.4.2 Hartree-Fock (HF) approximation

The variational wave function here is in the form of slater determinant satisfying the antisym-

metric condition. Pauli exclusion principle corroborates to the antisymmetric condition.

The Slater determinant for N-electron system is as follows:

ψ(r1, r2, r3, . . . , rn) = 1√
N !

∣∣∣∣∣∣∣∣∣∣∣
φ1(x1) · · · φn(x1)

...
...

...

φ1(xn) · · · φn(xn)

∣∣∣∣∣∣∣∣∣∣∣
(2.21)
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Here, φn(xj) denotes the j-th electron occupying the n-th orbital.

HF equation :

[ĥ1 +
∑
i

(Ĵi − K̂i)]φk =
∑
i

λkiφi (2.22)

Here, Ĵ constitutes direct term and the operator corresponds to the |φi|2 and |φk|2 classical

interactions. The K̂ is called the exchange term and is a direct result of the antisymmetry

property of the wavefunction. The Fock operator is defined as:

F̂ = ĥ1 +
∑
i

(Ĵi − K̂i)

F̂ φk =
∑
i=1

λkiφi → λki = δkiεk

F̂ φk = εkφk

(2.23)

Here, eigenvalues εk are the energy levels of an interacting system. Now, when we compare the

energy of N-electron system with the N-1 electrons system, the energy required to remove an

electron is given by:

EHF (N − 1)− EHF (N) = −εn (2.24)

This brings us to the Koopman’s theorem that states, each eigenvalue of the Fock operator

provides the energy required to remove an electron from the corresponding single electron

state. Negative of the orbital energy of highest occupied molecular orbital (HOMO) is the first

ionization energy.

2.5 Density functional theory

As the name entails, the fundamental entity behind the theory is electron density and it is a

scalar function of position. In this case the use of electron density rather than the wave function

reduces the dimensionality of the many-electron system problem from 3N to 3.

The change in number of electrons in the system, does not alter the three-dimensionality of

the electron density. Thus DFT is employable for many atoms at a low computing cost. DFT

is therefore frequently employed to study many-electron systems, including atoms, molecules,

and solids. It primarily serves to describe the functionals of electron density that define the

ground-state features of the systems. The following sections provide a description of how DFT

evolved.
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2.5.1 Thomas-Fermi-Dirac approximation

Thomas and Fermi independently prescribed energy calculations of many-electron system apro-

pos electronic density as the fundamental variable [43, 44]. They proposed kinetic energy ex-

pression as a functional of electron density of the many-electron system. The theory is based

on the assumption of the non-interacting system with the uniformly distributed electronic equal

to the local density. The fermion statistical mechanics is the tool behind the kinetic energy

expression for uniform electron gas.

TTF [n] = C1

∫
n

5
3 (r) dr (2.25)

In atomic units, C1 = 3
10 (3π2)

2
3 n(r) = 2.871. Here, n (r) represents the electronic density

for a uniform electron gas. Note that the exchange and correlated electronic interactions are

neglected here. However, Slater’s expression can be incorporated under local approximation

for accounting exchange interactions.

EX [n] = C2

∫
n

4
3 (r) dr (2.26)

In atomic units, C2 = −3
4

(
3
π

) 1
3 = 0.739. Now, with the external potential Vext (r), the energy

functional for electrons is:

ETFD [n] = C1

∫
n

5
3 (r) d3r +

∫
Vext (r)n (r) d3r + C2

∫
n

4
3 (r) d3r

+ 1
2

∫ n (r)n (r′)
|r− r′|

d3rd3r′
(2.27)

where the last term is the classical electrostatic Hartree energy. The introduction of exchange

interaction terms the theory as Thomas-Fermi-Dirac (TFD).

Minimization of the functional E[n] for all possible n (r), with the constraint of integrated

charge being equal to the number of electrons in the system, deduces the ground-state density

and hence, the energy. ∫
n (r) d3r = N (2.28)

Subsequently, using the method of Lagrange multipliers, the solution can be found by an un-

constrained minimization of the function where the Lagrange multiplier µ is the Fermi energy.

ΩTF [n] = ETF [n]− µ
{∫

n (r) d3r −N
}

(2.29)

This leads to the expression

1
2
(
3π2

) 2
3 n

2
3 (r) + V (r)− µ = 0 (2.30)
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where V (r) = Vext (r) + VHartree (r) + Vx (r) is the total potential.

This model is not apt for execution as the requisite fundamentals such as correlation inter-

actions, binding of molecules and shell structures of atoms are absent.

2.5.2 The Hohenberg-Kohn theorems

Hohenberg and Kohn [45] formulated the density functional theory that is applicable to any

system of interacting particles. They proposed two theorems that lays the tenet of DFT.

Theorem I: For any system of interacting electrons in an external potential Vext (r), the po-

tential Vext (r) is determined uniquely, apart from a trivial additive constant, by the electronic

ground-state density n (r).

Proof: Let us start by assuming two different potentials Vext (r) and V ′ext (r), for a system

with same ground-state density n (r). They correspond to the Hamiltonians H and H ′, with

the obtained wave functions Ψ and Ψ′, respectively. Hence, their ground-state energies are:

E = 〈Ψ|H|Ψ〉 andE ′ = 〈Ψ′|H ′|Ψ′〉. We have put forth the consideration of the non-degenerate

case; however, the deduction can extend to the degenerate case [27]. Now, employing varia-

tional principle we have:

E < 〈Ψ′|H|Ψ′〉 = 〈Ψ′|H ′|Ψ′〉+ 〈Ψ′|H −H ′|Ψ′〉

= E ′ +
∫
n (r) [Vext (r)− V ′ext (r)] dr

(2.31)

On a similar note, solving for E ′ we obtain:

E ′ < 〈Ψ|H ′|Ψ〉 = 〈Ψ|H|Ψ〉+ 〈Ψ|H ′ −H|Ψ〉

= E +
∫
n (r) [V ′ext (r)− Vext (r)] dr

(2.32)

On adding Equations 2.31 and 2.32, we obtain

E + E ′ < E + E ′ (2.33)

The expression is contradictory, thereby, establishing the initial assumption to be wrong. Hence,

the ground-state density uniquely determines the potential.

Corollary I: Since n (r) uniquely determines Vext (r), in turn, Vext (r) fixes the Hamiltonian

and hence, the many-body wave functions are determined. Therefore, all the properties of the

system are determined provided only the ground-state density n (r).

Theorem II: A universal energy functional E[n] using density n (r) can be defined, valid for

any number of particles and any external potential Vext (r). For a given potential Vext (r), the
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E[n] equals the correct ground-state energy of the system which is the global minimum value

for the correct ground-state density n (r).

Proof: In these theorems, the ground state density of the system corroborate to an external

potential and hence, space of such densities is referred as "V-representable". Specifying n (r)

in a system uniquely determines the properties of the system that can be expressed as functional

of n (r). Similarly, the energy functional can be written as universal functional of n (r):

EHK [n] = T [n] + Eint [n] +
∫
Vext (r)n (r) dr

= FHK [n] +
∫
Vext (r)n (r) dr

(2.34)

where

FHK [n] = T [n] + Eint [n] (2.35)

The expression includes kinetic and interaction energy of electrons. Vext (r) is specific to a

system as it is dependent on the nuclear coordinates. Considering the potential V 1
ext (r) with

corresponding ground-state density n1 (r) and ground state wave function Ψ1, we obtain the

energy as:

E1 = EHK [n1] = 〈Ψ1|H|Ψ1〉 (2.36)

Sunsequently, consider different density n2 (r) corresponding to different wave function Ψ2.

On application of variational principle we obtain:

E1 = EHK [n1] = 〈Ψ1|H|Ψ1〉 < 〈Ψ2|H|Ψ2〉 = EHK [n2] = E2 (2.37)

Hence, the Hohenberg-Kohn functional corroborates the true ground-state density with the

ground-state energy. The appropriate functional FHK [n] and subsequent minimization of total

energy with respect to (w.r.t) variations in n (r), the exact ground-state energy and density can

be determined.

Corollary II: Note that the functional only determines the ground state properties; it does not

provide any guidance concerning excited states.

Even though these theorems prove the existence of a universal functional FHK [n], there is no

prescription for its determination. The Kohn-Sham ansatz has led to effective approximations

to substantiate the Hohenberg-Kohn theorems for practical computations.

2.5.3 The Kohn-Sham ansatz

Kohn and Sham attempted to determine the functional FHK [n] [46], by introducing a non-

interacting particle system (auxiliary) with the same ground-state density as the primary in-
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Figure 2.2: Depiction of interacting and non-interacting many-electron system with same

ground-state electron density.

teracting system. Fig. 2.2 provides a schematic representation of the same. The auxiliary

Hamiltonian for an electron with spin σ at point r, under the effective local potential V σ
eff (r) is

expressed as:

Ĥσ
aux = −1

2∇
2 + V σ

eff (r) (2.38)

ψσi (r) and εσi are the eigenstates and eigenvalues of this Hamiltonian. The density of this

auxiliary system (Equation 2.39) would yield exact total energy of the interacting system, if the

total energy functional dependency on electron density is comprehended.

n (r) =
∑
σ

n (r, σ) =
∑
σ

Nσ∑
i=1
|ψσi (r)|2 (2.39)

The corresponding kinetic energy Ts of the auxiliary system is expressed as:

Ts = −1
2
∑
σ

Nσ∑
i=1
〈ψσi |∇2|ψσi 〉 = 1

2
∑
σ

Nσ∑
i=1

∫
|∇ψσi (r)|2dr (2.40)

The Hartree energy defined as the classical Coulomb interaction energy of the electron density

n (r) interacting with itself is given by:

EHartree [n] = 1
2

∫ n (r)n (r′)
|r− r′|

drdr′ (2.41)

Hence, the total energy functional under the Kohn-Sham ansatz is:

EKS = Ts [n] +
∫
Vext (r)n (r) dr + EHartree [n] + Exc [n] (2.42)
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Figure 2.3: Flow chart for self-consistent solution of Kohn-Sham equations.

The exchange-correlation energy Exc encompasses the exchange and correlation many-body

interactions. Now, we can express FHK [n] as:

Exc [n] = FHK [n]− (Ts [n] + EHartree [n]) (2.43)

Exc [n] = 〈T̂ 〉 − Ts [n] + 〈V̂int〉 − EHartree [n] (2.44)
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Here, 〈T̂ 〉 and 〈V̂int〉 is the kinetic energy and internal interaction energy of the primary inter-

acting system. Exc [n] accounts for binding among atoms. Hence, the Kohn-Sham Schrödinger

equation is expressed as:

Hσ
KSψ

σ
i (r) = εσi ψ

σ
i (r) (2.45)

with

Hσ
KS (r) = −1

2∇
2 + V σ

KS (r) (2.46)

and

V σ
KS (r) = Vext (r) + δEHartree

δn (r, σ) + δExc
δn (r, σ)

= Vext (r) + VHartree (r) + V σ
xc (r)

(2.47)

Fig. 2.3 shows the self-consistent approach to obtain potential and thus the density. However,

the dependence ofExc [n] on the electron density is unknown, and approximations are therefore

necessary.

2.5.4 Exchange-correlation functionals

Despite the fact that the exact functional Exc [n] must have complexity, remarkable simple ap-

proximations have made significant progress. There are several approximations with differing

degrees of accuracy and computational expense. Some of these approximations are known as

"empirical" and "semi-empirical" functionals and are based on the experimental input. The

category of non-empirical functionals is purely based on the first-principles calculations.

2.5.4.1 Local Density Approximation (LDA)

Kohn-Sham proposed a general inhomogeneous electronic system to be locally homogeneous,

thereby interpreting exchange-correlation functionalExc [n] as a local functional of the electron

density. This has been the first attempt at exchange-correlation functional formulation.

ELDA
xc [n] =

∫
n (r) εunifxc (n (r)) dr (2.48)

where εunifxc (n (r)) is the exchange-correlation energy per electron in a locally homogeneous

electron gas with uniform density n (r). The validity of LDA is only for slow varying densities.

|∇n|
n
� kF =

(
3π2n

) 1
3 (2.49)
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and
|∇n|
n
� kS = 2√

π

(
3π2n

) 1
6 (2.50)

where kF and kS is the Fermi and Thomas-Fermi wave vector, respectively.

At this point, discussing the electron-correlation hole that represents charge depletion is perti-

nent. The concept describes that the presence of an electron at a point, decreases the probability

of another electron in its vicinity. Since LDA is characterized by uniform density, the electron-

correlation hole and the electronic density are centered at the same spatial coordinate.

Figure 2.4: Jacob’s ladder for exchange and correlation functional approximations under DFT

[1]

In case of spin-polarized systems, the LDA is extended to the local spin density approximation

(LSDA):

ELSDA
xc [n↑, n↓] =

∫
n (r) εunifxc (n↑ (r) , n↓ (r)) dr (2.51)

LSDA have showcased better accuracies than LDA for ground state spin polarized system,

with same (↑ and ↓) spin dependent external potential, i.e., v↑ (r) = v↓ (r) = v (r). In addition,
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for inhomogeneous cases too LSDA works significantly well. Thus, constructing more accu-

rate functionals can be attempted by adding parameters that satisfy the appropriate norms and

constraints. Such ideation implies Jacob’s ladder for exchange-correlation functional, growing

from the Hartree regime to the most accurate functional for chemical accuracy [1]. Jacob’s

ladder is depicted in Fig. 2.4. It displays the hierarchy of exchange-correlation functional

approximations, where the accuracy, complexity, cost, and time increase upwards.

2.5.4.2 Generalized Gradient Approximation (GGA)

Langreth-Mehl proposed the idea for GGA [47].

EGGA
xc [n] =

∫
n (r) εGGAxc (n, |∇n|) dr (2.52)

Gradient expansion is the core behind these approximations that cater to the issue of inhomoge-

neous electron density. The expansion can extend to higher-order derivatives. The semi-local

approach considers density variation in the vicinity of a point and is unable to capture non-

local effects at a larger range. The second-order gradient expansion is valid for slowly varying

densities in space. However, this approximation resulted in a significant error in the corre-

lation term. Therefore, to retain the relevance of the expansion, the exact conditions of the

exchange-correlation hole, such as negative exchange density, self-interaction, and normaliza-

tion condition, should be imposed. Gradient expansions incorporating these modifications are

termed generalized gradient approximations (GGA’s). Perdew, Burke, and Ernzerhof (PBE)

have deduced GGA with the consideration of all parameters as fundamental constants and is

extensively used [48]. GGA has improved the atomic bonding energies and bond lengths.

However, the limitations of GGA include the unaccountability of non-local effects and self-

interaction error.

2.5.4.3 Meta-Generalized Gradient Approximation (meta-GGA)

meta-GGA was proposed by Perdew et. al. (PZKB) in 1999 with the expression [49]:

EMGGA
xc [n] =

∫
n (r) εMGGA

xc (n, |∇n|, τ) dr (2.53)

Here, τ is defined as kinetic energy density for the non-interacting system and is given by

τ (r) =
occup∑
i

1
2 |∇φi (r)|2 (2.54)
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∫
τ (r) dr = Ts [n] (2.55)

τ satisfies some exact constraints that was not possible with GGA.

However, meta-GGA is a semi-local functional and even with the improvement the self-interaction

correction is fragmentary. Hence, non-local approximation is requisite for the case of self in-

teraction.

2.5.4.4 Hybrid functionals

The ideation of hybrid density functionals was introduced by Becke in 1993. The concept is to

mix a fraction of HF exchange with the GGA exchange and correlation.

Ehyb
xc = αEHF

x + (1− α)EGGA
x + EGGA

c (2.56)

where the coefficient α is either experimentally corroborated or theoretically estimated.

Since the non-local effects are considered, the accuracy of hybrid functionals is high. The HF

exchange computations are challenging, specifically for larger systems. The proposed method

by Heyd, Scuseria, and Ernzerhof (HSE) [50, 51] have significantly reduced the calculation

cost, as here the screened Coulomb potential is used to screen the long-range part of the HF

exchange. The Coulomb potential entails the short-range (SR) and long-range (LR) parts

1
r

= 1− erf(ωr)
r︸ ︷︷ ︸

SR

+ erf(ωr)
r︸ ︷︷ ︸

LR

(2.57)

The error function is:

erf(ωr) = 2√
π

∫ ωr

0
e−x

2
dx (2.58)

ω is defined as the screening parameter that represents the range of separation The exchange-

correlation energy is thus obtained as:

EHSE
xc = αEHF,SR

x (ω) + (1− α)EPBE,SR
x (ω) + EPBE,LR

x (ω) + EPBE
c (2.59)

where α = 0.25 and ω = 0.11 bohr−1 are the default values; however, these can be var-

ied. These have predicted the lattice constants, band gaps, enthalpies of formation, electron

affinities, and ionization potentials with sufficient accuracy. In the present thesis, we have

incorporated GGA by PBE functional and hybrid approximation by HSE06 functional.
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2.5.5 Basis set

The electronic structure problem requires wavefunction expansion in terms of a known set

of functions, which constitutes the basis. A set of linearly independent vectors that span the

space is called a basis. The first step thus in implementing DFT is to ascertain a basis set.

The corresponding wavefunctions can be energy independent φα (r) or dependent φα (E, r).

Further, the three types basis sets in application are:

1. Plane waves and grids

• Pseudopotential methods

• Orthogonalized Plane Wave Method (OPW)

• Projector Augmented Wave (PAW)

2. Localized atomic-like orbitals

• Linear Combination of Atomic Orbital [LCAO]

• Linear Combination of Gaussian Orbital [LCGO]

• Semi-empirical Tight Binding Method

• Numerical Approach [Order-N methods]

3. Atomic sphere methods

• Linearized Method: LMTO, LAPW, ASW

• Augmented Plane Wave Method

2.5.5.1 Plane waves basis set

Solving the single-particle Kohn-Sham equations for the extended system requires an imple-

mentable numerical method. Since plane waves are orthonormal and independent of energy,

they are the best choice for the basis function set for extended systems. As a result, the

Schrödinger equation is reduced to a simple matrix eigenvalue problem for obtaining the ex-

pansion coefficients. The pulay forces are absent because plane waves are independent of the

atomic locations. Also, the Hellmann-Feynman theorem can be used to determine atomic forces

without further calculation.
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The plane wave basis set typically includes plane waves up to a particular wave vector cutoff.

The length of the cutoff wave vector serves as the sole parameter for basis set convergence. The

valence wave functions in the core region close to nuclei exhibit rapid oscillations, requiring

a significant number of plane wave representations. In order to imitate the influence of core

electrons, the plane waves are employed in conjunction with the pseudopotentials.

Additionally, the integrals and operations are simpler to execute with the implementation of

Fast Fourier Transforms (FFTs) along with plane waves. It enables the application of plane

waves in more complex systems. The fundamental terminology for characterizing infinitely

extended periodic systems will be introduced in this section. The pseudopotential technique is

discussed in the sections that follow.

Supercells

Although the many-body electron issue has been reduced to a set of single-particle equations,

it is still difficult to calculate the single-electron wave functions for an infinite system. The

infinite system can be represented by regular repetition of unit cells in all three spatial directions

to make the solution possible. These repeated unit cells constitute a supercell that defines the

same system but with a larger volume. Further, The volume of the cell is given by

Ωc = | a1 · (a2 × a3)| (2.60)

where a1, a2, and a3 are the lattice vectors. Supercells are mainly employed for modeling

certain perturbations, surfaces, and point defects. In order to prevent interactions between the

periodic images of defects or surfaces, the supercell should be sufficiently large.

Bloch’s theorem

As per Bloch’s theorem, the eigenstates of the single-particle Hamiltonian in a periodic crystal

can be expressed in terms of plane waves as:

ψ (r + R) = eik·Rψ (r) (2.61)

where R corresponds to the Bravais lattice. k is the wave vector defined in the reciprocal

space. The values of k are confined within the first Brillouin zone (BZ). There exists different

independent eigenstates for a given k, each of which can be identified by a band index of n.

Alternatively, Bloch’s theorem can be stated as [52]:

ψnk (r) = eik·runk (r) (2.62)
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where

unk (r + R) = unk (r) (2.63)

The calculations are thus restricted within one unit cell and normalization of eigenfunctions is

thus convenient. Further, in reciprocal lattice and G as the reciprocal lattice vector Equation

2.62 is represented as:

ψnk (r) =
∑

G
cnk (G) ei(k+G)·r (2.64)

Here, cnk (G) are the plane wave coefficients. Now, the Kohn-Sham equations in the Bloch

states representation is given as:

(
−1

2∇
2 + Veff (r)

)
ψik (r) = εikψik (r) (2.65)

where Veff (r) is the effective potential as experienced by electron in the periodic lattice. Here,

n (r) = 2 Ωc

(2π)3
∑
i

∫
BZ
|ψik (r)|2 Θ (EFermi − εik) dk (2.66)

Electron spin is accounted by the factor two in Equation 2.66. Here, Θ is the step function and

EFermi represents the Fermi energy.

Now, Veff (r) can be expressed as:

Veff (r + T) = Veff (r) (2.67)

Here, the translation vector (T) is:

T = N1a1 +N2a2 +N3a3 (2.68)

where N1, N2, and N3 are three integers.

The Veff Fourier series expansion is given by

Veff (r) =
∑

G
Veff (G)eiG·r and Veff (G) = 1

Ωc

∫
Ωc
Veff (r)e−iG·rdr (2.69)

In addition, the condition G · T = 2πM is followed, where M is an integer and T is a unit cell

translation vector.

Employing the plane-wave basis set simplifies the Kohn-Sham equation. On substituting Equa-

tion 2.64 to Equation 2.65, we obtain the matrix eigenvalue equation [27]:

∑
G

(1
2 |k + G|2δG′G + Veff (G′ −G)

)
cjk

G = εjkc
jk
G′ (2.70)
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In practice, the Fourier expansion significantly depends on the given cutoff value Ecut:

1
2 |k + G|2 ≤ Ecut (2.71)

The electron density in Fourier representation is expressed as:

n (G) = 2
Nkpt

∑
jk
fjk

∑
G′

(
cjk

G′−G

)∗
cjk

G′ (2.72)

Electron density being proportional to |ψ|2, corroborates the Fourier components extending

twice as far in each direction as those needed for ψ.

The double summation in Equation 2.72 scales asN2
G, whereNG is the number of G vectors that

describe the electron density. Hence, the calculations get costly for larger systems. Similarly,

the Bloch states in real space (NR) would scale as N2
R. Employing the fast Fourier transform

(FFT), it is possible to transform from one space to another (N = NR = NG) in N ln N

operations. Hence, implementing the plane waves with FFT expedites the evaluation of the

expressions.

Brillouin zone sampling

Bloch’s theorem lets one know the finite number of eigenstates for wave vectors k within the

first Brillouin zone. The improvement appears minimal on the surface because the computa-

tions require precise sampling of the Brillouin zone. However, since unk (r) is weakly depen-

dent on k, Brillouin zone sampling is sufficient with small finite number of k-points [53]. As a

result, the discrete sum over the chosen Nkpt k-point mesh can be used to substitute the integral

over the Brillouin zone:

Ωc

(2π)3

∫
BZ
...Θ (EF − εjk) dk → 1

Nkpt

∑
k
fjk ... (2.73)

where fjk are occupation numbers which are either one or zero. Among various proposed

methods for constructing the k-point meshes, we have utilized the Monkhorst-Pack scheme for

the Brillouin zone sampling [54, 55, 56]. A dense k-point mesh can reduce the error introduced

by replacing the integral to a discrete sum over a finite number of k-points. Since the Brillouin

zone of a larger supercell is smaller, a coarser k-point mesh reaches convergence. Typically,

a coarser and denser k-point mesh is required for the insulators and metals, respectively, to

obtain precise Fermi surface sampling.
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2.5.5.2 Numeric atom-centered basis functions

The numeric atom-centered orbitals (NAOs) have the form:

φi(r) = ui(r)
r

Ylm(Ω) (2.74)

Here, ui(r) is numerically tabulated and hence, fully flexible. The Ylm(Ω) represents the real

(m=0,...,l) and imaginary parts (m=l,...,1) of the complex spherical harmonics, where l,m are

implicit functions of the radial function index i.

The Schrödinger-like radial equations correspond to:[
−1

2
d2

dr2 + l(l + 1)
r2 + vi(r) + vcut(r)

]
ui(r) = εiui(r) (2.75)

Here, the potential vi(r) characterizes the behaviour of ui(r) and vcut(r) is the confining po-

tential that facilitates smooth decay of the radial function beyond the confining radius rcut. Tha

analytical shape of latter is defined as:

vcut(r) =



0 for r ≤ ronset

s.exp( w
r−ronset ).

1
(r−rcut)2 for ronset ≤ r ≤ rcut

∞ r ≥ rcut

Here, s is scaling parameter andw = rcut−ronset. On setting vi(r) to the free atom radial poten-

tial vfreeat , Equation 2.75 can include a minimal basis consisting of core and valence functions

of spherically symmetric free atoms. This minimum basis naturally considers wave function

oscillations close to the nucleus, thereby facilitating the all-electron treatment. Another aspect

of these basis sets is the hierarchy between successive basis sets for the same element, with a

larger basis set containing all smaller ones. This assures that the total energy convergence is

strictly variational.

2.5.5.3 Pseudopotentials

The determination of Kohn-Sham wave functions for N electrons makes the solution compu-

tationally challenging. A significant number of plane waves are also necessary to account for

the rapidly oscillating valence electron wave functions in the core region and expand the tightly

confined core orbitals. A large number of plane-wave basis sets requires considerable compu-

tational time for all-electron calculations. Hence, the pseudopotentials are advantageous for
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lesser plane-wave basis sets compared to the previous [57]. Most of a solid’s physical proper-

ties depend on the valence electrons rather than the core electrons. Hence, the pseudopotentials

are constructed by replacing the core electrons and strong ionic potential with a weaker pseu-

dopotential. The calculations, thus, are based on the corresponding pseudo wave functions and

not on the true valence wave functions. The illustration of the concept is given in Fig. 2.5. The

Pauli exclusion principle requires the orthogonality between the core wave functions and the

valence wave functions, which is maintained by the rapid oscillations of valence wave functions

in the core electrons region. The strong ionic potential in the region occupied by core electrons

leads to rapid valence wave function oscillations. As per the Pauli exclusion principle, these

oscillations preserve the orthogonality between the core and valence wave functions. Inside the

core region (specified by a cutoff radius, rc), the pseudo wave functions are smooth and node-

less, and outside the core region, they coincide with those of an all-electron calculation (Fig.

2.5). The large rc corresponds to the softer pseudopotentials requiring a lesser plane-wave basis

set for convergence. However, the transferability of these soft pseudopotentials is less. Trans-

ferability corresponds to reproducing the valence properties in varied chemical environments.

An advantage of pseudopotentials lies in the simultaneous inclusion of relativistic effects with

the non-relativistic valence electron treatment.

2.5.5.4 Norm-conserving pseudopotentials

The norm-conserving pseudopotentials are the energy-independent pseudopotentials introduced

by Hamann, Schlüter, and Chiang [27, 58] in 1979. These are defined by following properties:

1. The all-electron (AE) and pseudo (PS) valence eigenvalues agree for an atomic configu-

ration.

εAE
nl = εPS

nl (2.76)

Here, n is the principal quantum number and l is the angular momentum quantum num-

ber.

2. The corresponding wave functions are equal for r ≥ rc, where rc is the core radius.

ψAE
nl (r) = ψPS

nl (r) (2.77)

3. Norm conservation: The integrals of AE and PS charge densities are equal for each

valence state. ∫ rc

0
|φAE
nl |2r2dr =

∫ rc

0
|φPS
nl |2r2dr (2.78)
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Figure 2.5: Schematic representation of external Coulomb potential, all-electron wave function,

pseudopotential and pseudo wave function.

Here, φnl(r) correspond to the radial part of the wave function. The condition ensures the

identical electrostatic potential for AE and PS charge distributions (Gauss’s theorem).

4. The logarithmic derivatives of the wavefunctions and their the first energy derivatives are

equal at rc.[(
rφAE

nl (r)
)2 d

dε

d

dr
lnφAE

nl (r)
]
rc

=
[(
rφPS

nl (r)
)2 d

dε

d

dr
lnφPS

nl (r)
]
rc

(2.79)

The condition corroborates with the scattering properties of ion cores are reproducible

with the minimum error. This is also referred to as the conservation of scattering proper-

ties that is obtained from the energy vs. logarithmic derivative curve [59].

Points 1 and 2 extract the pseudopotential conditions. Points 3 and 4 are this approach’s crucial
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points that account for the transferability among various chemical environments. The pro-

cess of generating norm-conserving pseudopotential initiates with all-electron atomic calcula-

tions. Subsequently, the corresponding pseudopotentials are generated with the identification

of core and valence states. The pseudopotential is then unscreened by subtracting Hartree and

exchange-correlation potentials from the total potential. The pseudopotential constitutes the

local (l-independent) part and the non-local terms. Further, the condition of norm-conservation

does not necessitate having one best pseudopotential. In fact, freedom lies in the generation of

pseudopotentials based on the following two factors

• Accuracy and transferability leads to the choice of smaller rc and hard potentials.

• Smoothness leads to the choice of larger rc and soft potentials.

2.5.5.5 Vanderbilt Ultrasoft pseudopotentials

Limitations in norm-conserving pseudopotentials is due to the difficulty of expressing the

pseudo wave function in the plane wave basis set. Hence, its applicability to systems with

highly localised valence orbitals, such as 2p and 3d is restricted. In case of ultrasoft pseudopo-

tentials, the norm-conserving requirement is relaxed and fewer plane waves are needed. The

ultrasoft pseudopotential are entirely nonlocal by construction and turn local outside the core

[60]. Its transferability is enhanced by the nonlocal ultrasoft peudopotential’s self-consistent

dependence on the charge density. The smoothness of pseudo wave function can be optimized

as the norm-conserving condition is lifted. The pseudo wave function is categorized into two

parts:

1. Ultrasoft valence wave function: This violates the norm conservation constraint and sig-

nificantly lowers the plane wave cutoff energy.

2. The core augmentation charge: This corresponds to the charge deficit in the core re-

gion and hence, adds new terms to the Kohn-Sham formalism, thereby complicating the

situation and increasing the number of operations required for each computational cycle.

2.5.5.6 Projector augmented-wave (PAW) method

Generalization of pseudopotential and linear augmented plane wave (LAPW) approaches con-

stitute the projector augmented-wave (PAW) method [61, 62]. Blöchl devised the formalism

in 1994, where the method directly works on the core and valence wave functions [63]. The
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central idea behind the approach is mapping all-electron wave functions onto the pseudo wave

functions. Note that the former oscillates in the core region and behaves smoothly beyond

a distance. Here the all-electron wave function corresponds to the one-electron Kohn-Sham

wave function. Let us consider the Kohn-Sham all-electron wave function |φs〉, pseudo wave

function |φ̃0
s〉, and linear transformation T̂ . We have,

|φ0
s〉 = T̂ |φ̃0

s〉 (2.80)

Now, the linear transformation can be written in terms of atom-centered contributions T̂ a as:

T̂ = 1 +
∑
a

T̂ a (2.81)

T̂ a acts in the augmentation region Ωa enclosing the nuclei and marked out by the cutoff radius

rac . The choice of rac should ensure non-overlap of augmentation spheres and beyond Ωa, |φ̃0
s〉

should coincide |φs〉. This augmentation region corresponds to the core region in the pseu-

dopotential method [64].

Considering the all-electron (ϕaj ) and pseudo (ϕ̃aj ) partial waves, the transformation operator is

given by:

T̂ = 1 +
∑
a

∑
j

(
|ϕaj 〉 − |ϕ̃aj 〉

)
〈p̃aj | (2.82)

where |p̃aj 〉 are set of projector functions. These projector functions are localized within Ωa and

obey orthonormalization to pseudo partial waves. These probe the wavefunction character such

as s, p, and d types. We thus obtain,

|φ0
s〉 = |φ̃0

s〉+
∑
a

∑
j

(
|ϕaj 〉 − |ϕ̃aj 〉

)
〈p̃aj |φ̃0

s〉 (2.83)

The |φ̃0
s〉 is the variational object that can be expanded using plane waves basis set. In calcula-

tions, low energy cutoff can be utilized due to the smoothness. Now, the following conditions

pertaning to the all-electron and pseudo wave functions must hold.

(1) Inside the augmentation region

φ0
s(r) = φas(r)

φ̃0
s(r) = φ̃as(r)

(2.84)

(2) Outside the augmentation region

φ0
s(r) = φ̃0

s(r)

φas(r) = φ̃as(r)
(2.85)
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Further, φas(r) and φ̃as(r) can be expanded with the finite set of local basis functions:

φas(r) =
∑
j

ϕaj (r)〈p̃aj |φ̃0
s〉

φ̃as(r) =
∑
j

ϕ̃aj (r)〈p̃aj |φ̃0
s〉

(2.86)

In this thesis, we have employed PAW method under the electronic structure calculations exe-

cuted by the VASP.

2.5.6 Geometry optimization

The arrangement of atoms in the ground state is its equilibrium configuration, and geometry

optimization is performed on the system to obtain the same. The system reaches its mini-

mum energy configuration when the forces per atom is zero or numerically converge within a

given value. The atomic motion is driven by the Hellmann-Feynman forces as discussed in the

Hellmann-Feynman theorem [65]. As per the theorem, force acting on I-th atom is:

FI = − ∂E

∂RI

(2.87)

where E = 〈Ψ|H|Ψ〉 is the total energy of the system, with the assumption of wave function

being normalized (〈Ψ|Ψ〉 = 1). Hence, we have:

FI = −〈Ψ| ∂H
∂RI

|Ψ〉 − 〈 ∂Ψ
∂RI

|H|Ψ〉 − 〈Ψ|H| ∂Ψ
∂RI

〉 (2.88)

Further, with |Ψ〉 as an eigenstate of H , we get

FI = −〈Ψ| ∂H
∂RI

|Ψ〉 − E ∂

∂RI

〈Ψ|Ψ〉

= −〈Ψ| ∂H
∂RI

|Ψ〉
(2.89)

Now considering the energy expression:

E = 〈T̂ 〉+ 〈V̂int〉+
∫
d3rVext(r)n(r) + EII (2.90)

where Vext (r) is the external potential and EII is the nuclei-nuclei interaction, the correspond-

ing force is given as:

FI = −
∫
drn (r) ∂Vext (r)

∂RI

− ∂EII
∂RI

(2.91)

As per the electrostatic theorem of Feynman, the expression (Equation 2.91) essentially equates

to the nuclear charge times the electric field caused by the electrons. Hence, in the force
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theorem the terms corresponding to the kinetic energy and internal interaction variation with

nuclei motion cancel. Further, the basis set dependence on the nuclei position gives rise to the

Pulay forces, and this should be corrected to avoid any further errors. The forces pertaining

to the non-local potentials, such as pseudopotentials, cannot be fully represented in terms of

electron density. Direct derivation of any subsequent expression from the Equation 2.91 is

possible. For instance, considering electron density motion in the core region is more physical

than considering it to be fixed. So the crucial point is that the change in Vext (r) and n(r) do

not change the force, but the corresponding change in expression would improve the accuracy

and physical interpretation.

2.6 Ab initio atomistic thermodynamics

The ab initio atomistic thermodynamics is primarily used as a pathway between the micro-

scopic and macroscopic regimes. In the microscopic realm, DFT performs the calculations

at zero temperature and zero pressure. The DFT can be used to calculate the potential en-

ergy surface (PES), where E(RI) represents the atomic configuration. The influence of finite

temperature and pressure are taken into account in the ab initio atomistic thermodynamics ap-

proach by computing appropriate thermodynamic potential functions using the PES, such as the

Gibbs free energy. Therefore, one can derive the macroscopic system properties by integrating

DFT calculations with thermodynamics. The approach can be extended to the larger systems,

thereby dividing into smaller subsystems that are in thermal equilibrium with one another.

2.6.1 Thermodynamic potentials

Thermodynamic potentials represent the state of a system, as a function of natural variables i.e.,

temperature (T ), pressure (p), entropy (S) and volume (V ). There are four thermodynamic

potentials that characterizes the system: (i) Internal energy U , (ii) enthalpy H = U + pV , (iii)

Helmholtz free energy F = U−TS, and (iv) Gibbs free energyG = U+pV −TS = H−TS =

F + pV . System with constant T and V , is charcterized by the Helmholtz free energy, whereas

that with constant T and p is characterized by Gibbs free energy. Energies obtained from the

DFT calculations can be analyzed through Gibbs free energy for the equilibrium states.
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2.6.2 Defect formation energy

The presence of defects alter the free energy of a system. These defects can be either native or

engineered intentionally as per the environmental conditions. The thermodynamic stability of

a defect configuration w.r.t pristine is analyzed by calculating the free energy of formation as

follows [66]

Ef(T, p) = E(q)
defect − E(0)

pristine ±
∑

Niµi(T, p) + q(µe) (2.92)

where E(q)
defect and E(0)

pristine represent the total energies of the system with and without defect,

respectively. These total energies are determined from the DFT calculations. q is the charge

state and Ni is the number of atoms of a species i added/removed from the system. µi(T, p)

is the corresponding chemical potential of species i as a function of temperature T and partial

pressure p and µe is the chemical potential of electron that is obtained w.r.t the valence band

maximum (VBM) of the host.

2.6.3 Chemical potentials

The atomic chemical potentials in Equation 2.92, is a function of temperature and partial pres-

sure. Hence, varying the chemical potentials can capture the different experimental conditions.

These are subject to bounds as chemical potentials represent the reservoir of atoms innvolved

in defect creation.

Let us consider S vacancy in MoS2 monolayer for explaining the concept. Hence, the chemical

potential of S, µS(T, p) has to be accounted. This is determined under the ideal gas approxi-

mation, thereby treating ideal gas composed of N indistinguishable S2 molecules. µS(T, p) is

given by

µS(T, p) = 1
2µS2 = 1

2

[
ES2 + EvibS2 (0K) + ∆H(T, p0)− T∆S(T, p0) + kBT ln(pS2

p0 )
]

(2.93)

where kB is the Boltzmann constant. The change in enthalpy (∆H(T, p0)) and change in en-

tropy (∆S(T, p0)) are obtained from the thermodynamic tables. The partition function of an

ideal S2 gas, considers the translational, rotational, vibrational, electronic and configurational

degrees of freedom [67].

F (T ) = F translational(T )+F rotational(T )+F vibrational(T )+F symmetry(T )+F spin(T )+EDFT

(2.94)
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The individual energy terms are given by

F translational = −3
2kBT ln

[(
2πmkBT

h2

)]

F rotational = −kBT ln

8π2
(

2πkBT

σh2

) 3
2


F vibrational =
M∑
i=1

[
~ωi
2 + kBT ln

(
1− exp

(
− ~ωi
kBT

))]

F symmetry = kBT lnσ

F spin = −kBT lnM

(2.95)

Here, m is the mass and I is the moment of inertia of the molecule. σ represents the symmetry

number of the molecule, that corresponds to the number of indistinguishable orientations of

the molecule (homonuclear diatomic molecules: σ = 2 and hetronuclear diatomic molecules:

σ = 1). In Equation 2.95, the vibrational term is obtained under the harmonic approximation.

M is the number of the vibrational modes of the molecule with corresponding frequencies

ωi. EDFT is the ground-state energy of the S2 molecule as per DFT calculations. M is the

electronic spin degeneracy of the ground state. Hence, the chemical potential of S is obtained

as:

µS2 (T, pS2) = −kBT ln
[(2πm

h2

) 3
2

(kBT ) 5
2

]
+ kBT lnpS2

− kBT ln
(

8π2IAkBT

h2

)
+ kBT ln

[
1− exp

(
−hνSS

kBT

)]
− kBT lnM+ kBT lnσ

(2.96)

2.7 Many-body perturbation theory (MBPT): Green’s func-

tion methods

DFT determines the ground state properties of the many-body system. In the previous sec-

tion, we have understood the association of the Kohn-Sham equation with the single-particle

eigenvalues that, simply being a mathematical tool, do not corroborate the excitation energies.

Hence, predicting excited state properties (e.g., band gap, optical absorption) is not plausible

via DFT [68, 69]. Alternatively, an extension to DFT is the time-dependent DFT (TDDFT)

method to ascertain excitations in the system [70]. However, TDDFT faces two significant
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challenges, i.e., underestimation of band gap and excitonic effects. These are associated with

adiabatic approximation and semilocal xc kernels that are self-consistently derived. Research

to derive inexpensive TDDFT methodology is an ongoing issue. The MBPT, thus, remains

standard for calculating the excited state properties of the system and is often referred to as

beyond DFT approaches [71]. Green’s function is primary in the formalism of MBPT meth-

ods. The single-particle Green’s function (GW approximation) and the two-particle Green’s

function (Bethe-Salpeter Equation), formulates charged and neutral excitations, respectively.

Figure 2.6: Schematic for excited-state spectroscopies viz. direct photoemission, inverse pho-

toemission, and optical absorption.

Spectroscopies experimentally probe the material to measure excited-state properties. The

charged excitations corroborate the direct and inverse photoemission spectroscopies. The for-

mer ejects an electron on an interaction with the photon (occupied states probed), whereas,

in the latter case electron is injected, and the photon is emitted (unoccupied states probed).

Therefore, one can calculate ionization potential (IP) from electronic systems with N and N-1

electrons in direct photoemission. Similarly, electron affinity (EA) is determined by the to-

tal energy difference between the N and the N+1 electron systems in inverse photoemission.

Since excitations of a single charged particle are being studied, single-particle Green’s function

method is theoretically employed. When we analyze neutral excitations, optical absorption is

the corresponding process where an electron is excited to the conduction band from the valence

band upon absorption of a photon. The electron and hole pair, thus generated, are in a bound

state and cannot be handled independently. The two-particle Green’s function method provides

a theoretically sound description of the same.
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2.7.1 Green’s function

If hν is the energy of photon, K.E is the kinetic energy of the emitted electrons and E(k) is the

excitation spectrum of the system, the expression as per energy and momentum conservation

is:

hν = K.E + E(k) (2.97)

For direct photoemission (εs < EFermi : bound state)

IP = −εs = hν − K.E− E(k) (2.98)

For inverse photoemission (εs ≥ EFermi : unoccupied state)

−EA = −εs = hν − K.E− E(k) (2.99)

Here, EFermi is the Fermi level. The measured photocurrent during spectroscopy is theoretically

represented by the spectral function where ω is the energy (frequency)

A(r, r′, ω) = 1
π

Im G(r, r′, ω)sgn(EFermi − ω) (2.100)

The single-particle Green’s function contains the data of excitation lifetime and energies. It is

expressed as:

G (rt, r′t′) =− i〈ΨN
0 |ψ̂(rt)ψ̂†(r′t′)|ΨN

0 〉Θ(t− t′)

+ i〈ΨN
0 |ψ̂†(r′t′)ψ̂(rt)|ΨN

0 〉Θ(t′ − t)
(2.101)

where

Θ(t− t′) =


1 if t > t′

0 if t < t′

The N-electron ground state is |ΨN
0 〉. The field operators ψ̂†(r′t′) and ψ̂(rt) describes the

creation of electron at time t′ (and position r′) and annihilation at time t (and position r),

respectively. Hence, the Green’s function acts as a propagator.

Now, as previously discussed the excitation energies (εs) and the transition amplitudes ( (ψs(r)))

from N to N ± 1 electron system are:

εs =


EN − EN−1 for εs < EFermi

EN+1 − EN for εs ≥ EFermi
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Figure 2.7: Spectral function for electronic excitation (non-interacting) and QP excitation (in-

teracting).

ψs(r) =


〈ΨN−1

s |ψ̂(r)|ΨN
0 〉 for εs < EFermi

〈ΨN
0 |ψ̂(r)|ΨN+1

s 〉 for εs ≥ EFermi

The spectral representation of Green’s function (Lehman representation) exemplifies the poles

of Green’s function to corroborate with addition/removal of an electron.

G(r, r′, ω) = lim
η→0+

∑
s

ψs(r)ψ∗s(r′)×
[

Θ(εs − EFermi)
ω − (εs − iη) + Θ(EFermi − εs)

ω − (εs + iη)

]
(2.102)

The particle lifetime for non-interacting electrons is infinite. Each transition is represented by

the delta peaks in the spectral function (Fig. 2.7). On the other hand, a single-particle-like

excitation (quasiparticle-QP) corresponds to the experimentally observed finite width at the

peak point (Fig. 2.7), that is, further attributed to the combination of many closely spaced

delta peaks. In addition, a satellite peak is also detected with a broad peak of minor intensity.

Therefore, in summary, a QP sharp peak and a satellite peak are the features of the spectral

function. We can obtain excitation lifetime and spectral weight corresponding to the QP from

the spectral function, which can also be expressed as:

A ≈ 1
π

∣∣∣∣∣ Zs
ω − (εs + iΓ)

∣∣∣∣∣ (2.103)

Here, Zs and Γ is the QP weight and peak width, respectively. When a charged particle is

screened, the particle and the polarization cloud constitute the QP. For instance, electron ejec-

tion would result in a hole followed by the electrons dynamically screening the hole. This hole,

along with electrons screening the same, is a QP. This engenders particle interaction with the

self, hence, termed self-energy.



2.7. Many-body perturbation theory (MBPT): Green’s function methods 48

Figure 2.8: The quasiparticle concept

2.7.2 Dyson’s and Hedin’s equations

The exact Green’s function contains the interacting and non-interacting terms, where DFT eval-

uates the latter. Dyson’s equation relates the self energy (Σ) to the Green’s function as:

G(r, r′, ω) = G0(r, r′, ω) +
∫ ∫

G0(r, r′′, ω)Σ(r′′, r′′′, ω)G(r′′′, r′, ω)dr′′dr′′′ (2.104)

where G0(r, r′, ω) is as determined by Equation 2.102. The Σ is non-Hermitian and depends

on energy (frequency). The exchange and correlation effects are incorporated in the self-energy

term. This equation is extremely important in many-body physics and associates with the QP

equation (i.e., single-particle eigenvalue problem). The effective single-particle reformulation

is:

ĥ0(r)ψs(r) +
∫

Σ(r, r′, εs)ψs(r′)dr′ = εsψs(r) (2.105)

The orthonormality of wave functions ψs(r), which forms a complete set, is not satisfied due

to Σ being energy dependent.
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In algebraic form the Dyson’s equation is:

G = G0 +G0ΣG0 +G0ΣG0ΣG0 + ...

G = G0 +G0ΣG
(2.106)

The multiple instantaneous scattering processes during excitations are incorporated in Dyson’s

equation (refer Equation 2.106). The self-energy is the total of all single scattering processes.

Now, a system experiences infinite scattering events during the excitation process, and it is

challenging to consider every such process to calculate the self-energy. Hence, approximations

are required to calculate the same.

2.7.2.1 Hedin’s equation

To evaluate the Green function and the self-energy, Lars Hedin published a set of equations

in 1965 that are self-consistent and are known as Hedin’s equations[72]. Hedin’s equations

approach the many-body issue with quantities such as screened Coulomb interaction W. The

quantities (polarizability (P), W, Σ and vertex function (Γ)) defined in Equation 2.107 are the

mathematical tools for self-consistent evaluation of G and Σ.

G(1, 2) = G0(1, 2) +
∫
d(3, 4)G0(1, 3)Σ(3, 4)G(4, 2)

P (1, 2) = −i
∫
d(3, 4)G(2, 3)G(4, 2+)Γ(3, 4; 1)

W (1, 2) = v(1, 2) +
∫
d(3, 4)W (1, 3)P (3, 4)v(4, 2)

Σ(1, 2) = i
∫
d(3, 4)G(1, 4)W (1+, 3)Γ(4, 2; 3)

Γ(1, 2; 3) = δ(1, 2)δ(1, 3) +
∫
d(4, 5, 6, 7) δΣ(1, 2)

δG(4, 5)G(4, 6)G(7, 5)Γ(6, 7; 3)

(2.107)

Here, 1 = (r1, t1), 1+ = (r1, t1 + η) (η is positive infinitesimal) and v is the bare Coulomb

interaction. Among the aforementioned equations, the vertex function consists of the functional

derivative of self-energy and is challenging to compute. The approximations, thus, employed

in Hedin’s equations are as follows:

• Hartree approximation (Σ = 0): This approximation does not ascribe Pauli exclusion

principle for exchange interactions.

• Hartree-Fock approximation: This approximation negates the polarization (P = 0),

equates W to the bare interaction (W (1, 2) = v(1, 2)) and constrains the vertex func-

tion to the zeroth order component
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Figure 2.9: The Hedin’s pentagon

• GW approximation: Now, incorporating the screening between the electrons by replacing

the v(1, 2) to W at first order the self-energy equates as product of G and W. Hence, the

name GW approximation.

Therefore, now the Hedin’s equations reduce to:

Γ(1, 2; 3) = δ(1, 2)δ(1, 3)

P (1, 2) = −iG(1, 2+)G(2, 1)

Σ(1, 2) = iG(1, 2)W (1+, 2)

(2.108)

2.7.3 Implementation of G0W0

The complexity of the self-consistent Hedin’s equations in computation has led to the treat-

ment of Γ and Green’s function in a non-self-consistent approach (G0W0 approach). The im-

plementation of the G0W0 approach is discussed herein (Fig. 2.10). The G0W0 is referred as

single-shot GW as only one GW iteration is executed. The calculation is initiated on top of

Kohn-Sham eigenvalues (εKS
s ) and eigenstates (φKS

s ) from the DFT calculation. Thereafter, the

Kohn-Sham Green’s function is set with subsequent calculations of polarizability (P), Dielec-
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tric function, W and Σ for solving the QP equation. The corresponding flow chart is shown in

Fig. 2.10, where Σx
s is the exchange part of self-energy and is directly obtained from DFT.

The corresponding eigenvalues of the QP equation are complex. The real part and imaginary

part corresponds to the QP energy (εQPs ) and the QP lifetime, respectively. Analogous to the

Kohn-Sham equation, here, the difference between the exchange-correlation potential and the

self-energy operator is treated as a perturbation to update the QP energies:

εQPi = εKS
i + 〈ψKS

i |Σ(εQP
i )− Vxc|ψKS

i 〉 (2.109)

The Taylor series expansion of self-energy around εKS
s linearizes the same along with the as-

sumption of a minute difference between the εKS
s and εQP

s . The approach is executed as the

energy dependence of Σ is unknown.

Σ(εQP
s ) ≈ Σ(εKS

s ) + (εQP
s − εKS

s )∂Σ(ε)
∂ε

∣∣∣∣∣
ε=εKS

s

(2.110)

QP energies correspond to:

εQPi = εKS
i + Zi〈ψKS

i |Σ(εKS
i )− Vxc|ψKS

i 〉 (2.111)

where Zi is the renormalization factor given as:

Zi =
1− 〈ψKS

i |
∂Σ(ε)
∂ε

∣∣∣∣∣
ε=εKS

s

|ψKS
i 〉

−1

(2.112)

As previously seen, the method initiates with the DFT (LDA/PBE/HSE06) and the correspond-

ing xc-functional are chosen carefully, since the QP energies depend on it. The G0W0 band

gap is often in sync with the experimental measurements [73, 74]. Moreover, in principle a

self-consistent GW (scGW ) approach can be implemented, however imposing the same in ab-

sence of vertex correction severely affects the corroboration with the experiments [75, 76]. In

the present work, we have used the single-shot GW .

2.7.4 Bethe-Salpeter equation (BSE)

In neutral, electron-hole (e− - h+) excitations (e.g., optical absorption, electron energy loss), the

total number of electrons in the system remains unchanged. These excitations are represented

by the two-particle Green’s function, i.e., the Bethe-Salpeter equation (BSE) [77, 78] (Equation

2.113).

L(1, 2, 1′, 2′) = L0(1, 2, 1′, 2′)+
∫
d(3, 4, 5, 6)L0(1, 4, 1′, 3)K(3, 5, 4, 6)L(6, 2, 5, 2′) (2.113)
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Figure 2.10: Schematic representation of the G0W0 implementation.
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Here, the L(1, 2, 1′, 2′) and K(3, 5, 4, 6) represent the e− - h+ correlation function and the e− -

h+ interaction kernel, respectively. The BSE links the non-interacting and interacting four point

correlation function. The L0(1, 2, 1′, 2′) = G(1, 2′)G(2, 1′) corresponds to the propagation of

electrons and holes freely i.e., without interaction (K = 0). L is a function of four time

variables, that corresponds to two creation and annihilation processes. In present context, the

consideration of simultaneous creation and annihilation leads to two independent time variables

and the time-energy Fourier transformation to L(1, 2, 1′, 2′, ω) converts the correlation function

in the energy space.

Therefore, in energy space we now have L0 as:

L0(1, 2, 1′, 2′, ω) = i
∑
v,c

[
ψc(r1)ψ∗v(r′1)ψv(r2)ψ∗c (r′2)

ω − (Ec − Ev)
− ψv(r1)ψ∗c (r′1)ψc(r2)ψ∗v(r′2)

ω + (Ec − Ev)

]
(2.114)

The v and c traverse the occupied states (hole) and unoccupied states (electron), respectively.

For ease in representation the imaginary infinitesimals in the denominator is not included here.

On inclusion of e− - h+ interaction, the correlation function L becomes:

L(1, 2, 1′, 2′, ω) = i
∑
S

[
χS(r1, r′1)χ∗S(r′2, r2)

ω − ΩS

− χS(r2, r′2)χ∗S(r′1, r1)
ω + ΩS

]
(2.115)

where S represents the correlated e− - h+ states with the ΩS as the corresponding excitation

energies. In Equation 2.115, χS represents the e− - h+ amplitudes that is evaluated as:

χS(r, r′) = −〈N, 0|ψ†(r′)ψ(r)|N,S〉

=
occ∑
v

unocc∑
c

ASvcψc(r)ψ∗v(r′) +BS
vcψv(r)ψ∗c (r′)

(2.116)

Here, |N, 0〉 is the N -electron ground state and |N,S〉 is correlated e− - h+ state. The ASvc and

BS
vc are the coupling coefficients, and no terms for two occupied or unoccupied states appear

int he equation. Now, considering the Equations 2.114, 2.115, and 2.116, the BSE (Equation

2.113) is now expressed as:

(Ec − Ev)ASvc +
∑
v′,c′

KAA
vc,v′c′(ΩS)ASv′c′ +

∑
v′,c′

KAB
vc,v′c′(ΩS)BS

v′c′ = ΩSA
S
vc ,

∑
v′,c′

KBA
vc,v′c′(ΩS)ASv′c′ + (Ec − Ev)BS

vc +
∑
v′,c′

KBB
vc,v′c′(ΩS)BS

v′c′ = −ΩSB
S
vc

(2.117)

where

KAA
vc,v′c′(ΩS) = i

∫
d(3, 4, 5, 6)ψv(r4)ψ∗c (r3)K(3, 5, 4, 6,ΩS)ψ∗v′(r5)ψc′(r6) (2.118)



2.7. Many-body perturbation theory (MBPT): Green’s function methods 54

KAB
vc,v′c′(ΩS) = i

∫
d(3, 4, 5, 6)ψv(r4)ψ∗c (r3)K(3, 5, 4, 6,ΩS)ψ∗v′(r6)ψc′(r5) (2.119)

Similar expressions is obtained forKBA andKBB. The (Ec−Ev),KAA andKBB constitute the

diagonal elements, whereas the KAB and KBA are the off-diagonal terms of the corresponding

matrix of Equation 2.117. Generally, the off-diagonal blocks can be neglected as they are found

to be small (i.e., KAB = KBA = 0). Hence, the Equation 2.117 decouples to two equations of

ASvc and BS
vc with identical excitations. Thus, the eigenvalue equation obtained is:

(Ec − Ev)ASvc +
∑
v′,c′

KAA
vc,v′c′(ΩS)ASv′c′ = ΩSA

S
vc (2.120)

The correlated e− - h+ states can be expanded as:

|N,S〉 =
hole∑
v

elec∑
c

ASvcâ
†
v b̂
†
c|N, 0〉 =:

hole∑
v

elec∑
c

ASvc|vc〉 (2.121)

The â†v and b̂†c are the hole and electron creation operators, respectively, in the N -electron

ground state |N, 0〉. The expansion of Equation 2.121 is termed as the Tamm-Dancoff approx-

imation.

2.7.4.1 Determination of e− - h+ kernel, K

The functional derivative w.r.t G determines the kernel K

K(3, 4, 5, 6) = δ [VCoul(3)δ(3, 4) + Σ(3, 4)]
δG(6, 5) (2.122)

The GW approximation is implemented to determine the self-energy operator Σ and with fur-

ther negation of the derivative of W w.r.t G, K becomes

K(3, 5, 4, 6) = −iδ(3, 4)δ(5−, 6)v(3, 6) + iδ(3, 6)δ(4, 5)W (3+, 4)

=: Kx(3, 5, 4, 6) +Kd(3, 5, 4, 6)
(2.123)

The term Kx from the Coulomb potential is the exchange term. It determines the specifics

of the excitation spectrum. The Kd is the direct interaction term that is stemmed from the

screened-exchange self-energy. This term represents the attractive nature of e− - h+ interaction

and is also responsible for the formation of bound excitons. The Kd and Kx contain the (W )

and (v) interactions, respectively.
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The matrix elements of K are expressed as:

〈vc|KAA,d(ΩS)|v′c′〉 =
∫
drdr′ψ∗c (r)ψc′(r)ψv(r′)ψ∗v′(r′)× i

2π

∫
dωe−iω0+

W (r, r′, ω)

×
[

1
ΩS − ω −

(
EQP
c′ − EQP

v

)
+ i0+

+ 1
ΩS + ω −

(
EQP
c − EQP

v

)
+ i0+

]

(2.124)

and

〈vc|KAA,x(ΩS)|v′c′〉 =
∫
drdr′ψ∗c (r)ψv(r)v(r, r′)ψc′(r′)ψ∗v′(r′) (2.125)

Kd achieves the frequency integration along with the real-space integration by plasmon-pole

model that expands the screened Coulomb interaction.

W (r, r′, ω) =
∑
l

Wl(r, r′)ωl2

( 1
ω − ωl + i0+ −

1
ω + ωl − i0+

)
(2.126)

where ωl is the plasmon frequency and Wl(r, r′) is the spatial behavior of the plasmon mode l.

Subsequent frequency integration deduces the Equation 2.124 to

〈vc|KAA,d(ΩS)|v′c′〉 =
∫
drdr′ψ∗c (r)ψc′(r)ψv(r′)ψ∗v′(r′)Wl(r, r′)

× ωl
2

[
1

ωl − (ΩS − (EQP
c′ − EQP

v ))

+ 1
ωl − (ΩS − (EQP

c − EQP
v ))

] (2.127)

Now, the transition energies (EQP
c − EQP

v ) often, approximates to the excitation energies ΩS as

in semiconductor crystals. As the ΩS − (EQP
c − EQP

v ) is considerably smaller than ωl the term

can be negated thereby deducing the Equation 2.127 to:

〈vc|KAA,d(ΩS)|v′c′〉 =
∫
drdr′ψ∗c (r)ψc′(r)ψv(r′)ψ∗v′(r′)W (r, r′, ω = 0) (2.128)

Here, the static properties of W are retained while omitting its dynamical properties. Note that

the case above is for semiconductor crystals and will not hold for atoms and molecules as the

difference ΩS − (EQP
c − EQP

v ) might be significant. Hence, Equation 2.127 would evaluate

the e− - h+ interaction kernel K. Since, Kd depends on excitation energies ΩS , calculation

of e− - h+ interaction and subsequently, solving the BSE self-consistently is challenging. The

workflow is then as follows:
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• Determination of the static screened Coulomb interaction W and Kd is evaluation from

Equation 2.128

• Solving BSE for excitations |S〉 and first estimation of excitation energies Ω(0)
S

• Determination of Kd from Equation 2.124 by using the Ω(0)
S

• The difference of updated Kd and the previous step Kd,0 is a test for convergence. It is

treated as a perturbation in first order and hence, ΩS is updated.

• Iterate until ΩS converges

2.7.5 Optical Spectrum

We obtain the optical response from the imaginary part (ε2(ω)) of the macroscopic transverse

dielectric function ε(ω)

ε2(ω) = 16πe2

ω2

∑
S

∣∣∣~λ · 〈0|~v|S〉∣∣∣2 δ(ω − ΩS) (2.129)

Here, ~λ = ~A

| ~A| is the polarization vector of the light and ~v = i/~[H,~r] is the single-particle

velocity operator. In case of independent hole and electron states (i.e., no e− - h+ interaction),

the excitations correspond to the vertical transitions, thereby reducing Equation 2.129 to:

ε
(0)
2 (ω) = 16πe2

ω2

∑
v,c

∣∣∣~λ · 〈v|~v|c〉∣∣∣2 δ(ω − (Ec − Ev)) (2.130)

Now, excitations correspond to the correlated e− - h+ states (|S〉) and hence, we obtain the

optical transition matrix elements as:

〈0|~v|S〉 =
hole∑
v

elec∑
c

Asvc〈v|~v|c〉 (2.131)

Evaluating transition matrix elements 〈v|~v|c〉 significantly depends on the pseudopotentials

[78]. In the case of local pseudopotentials, the potential and position operator commutes,

whereas this is not the case in non-local pseudopotentials.

2.8 Sham-Schlüter equation

Equation 2.132 is referred to as Sham-Schlüter equation (SSE) and represents the connection

between DFT and MBPT [79, 80]. Hence, the link is between the xc potential (vxc) and the
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Figure 2.11: Connection of DFT and MBPT by Sham-Schlüter equation

self-energy (Σ). Here, Gs is the Green function of the Kohn-Sham system.∫
d(r1)vxc(r1)

∫ dω

2πGs(r, r1, ω)G(r1, r, ω) =∫
d(r1)d(r2)

∫ dω

2πGs(r, r1, ω)Σ(r1, r2, ω)G(r2, r, ω)
(2.132)

In linearized form (replacing G by Gs) the equation becomes:∫
d(r1)vxc(r1)

∫ dω

2πGs(r, r1, ω)Gs(r1, r, ω) =∫
d(r1)d(r2)

∫ dω

2πGs(r, r1, ω)Σ(r1, r2, ω)Gs(r2, r, ω)
(2.133)

One can derive vxc approximations from Σ with the Equation 2.133, thereby avoiding the

Dyson equation solution for determining G. For instance, Σ in Hartree-Fock approximation

corresponds to the solution of local exact-exchange potential. However, this approach is not

prominent due to the complexity of the equation and has been numerically solved only for a

few isolated cases.

2.9 Density functional perturbation theory (DFPT)

Density functional perturbation theory (DFPT) approaches the system under small perturbation

with one of the important parameters being lattice vibrations. This influences the physical prop-

erties such as heat conduction, elastic neutron scattering, specific heat and thermal expansion.
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Also the electron-phonon coupling dominates the superconductivity and the temperature depen-

dence of optical spectra [81]. This section discusses the underlying linear response framework

for implementing the method.

2.9.1 Lattice dynamics from electronic structure theory

The Schrödinger equation under the Born–Oppenheimer approximation for the lattice dynamics

is governed by the eigenstates Φ and eigenvalues E as:(
−
∑
I

~2

2M I

∂2

∂R2
I

+ E(R)
)

Φ(R) = EΦ(R) (2.134)

where MI and RI is the mass of the Ith nucleus and its coordinate, repectively. The R ≡ {RI}

is the set of all the nuclear coordinates. E(R) is referred to as Born–Oppenheimer energy

surface. It evaluates the ground-state energy of a system of interacting electrons under the

influence of the field of fixed nuclei. The equilibrium geometry of the system corresponds to

the forces acting on individual nuclei to be zero.

FI ≡ −
∂E(R)
∂RI

= 0 (2.135)

Equation 2.136 represents the Hessian of the Born–Oppenheimer energy. Its eigenvalues deter-

mine the vibrational frequencies ω of the system.

det
∣∣∣∣∣ 1√
MIMJ

∂2E(R)
∂RI∂RJ

− ω2
∣∣∣∣∣ = 0 (2.136)

The force as per the Hellmann-Feynman theorem conforming with Born–Oppenheimer Hamil-

tonian and Ψ(r; R) as the electronic ground-state wave function is:

FI = −∂E(R)
∂RI

= −
〈

Ψ(R)
∣∣∣∣∣∂HBO(R)

∂RI

∣∣∣∣∣Ψ(R)
〉

(2.137)

where

HBO(R) = −
∑
i

~2

2me

∂2

∂r2
i

−
∑
i,I

ZIe
2

|RI − ri|

+ e2

2
∑
i 6=j

1
|ri − rj|

+ e2

2
∑
I 6=J

ZIZJ

|RI − RJ |

(2.138)

where, ZI is the charge of the Ith nucleus. Subsequently, FI is expressed as:

FI = −
∫
drn(r)∂Vext(r)

∂RI

− ∂EII(R)
∂RI

(2.139)
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where

EII(R) = e2

2
∑
I 6=J

ZIZJ

|RI − RJ |
, Vext(r) = −

∑
i,I

ZIe
2

|RI − ri|

n(r) : electronic ground state density

(2.140)

Now differentiating the FI w.r.t nuclear coordinates, we obtain the Hessian (Equation 2.136).

This equation further deduces the requirement of n(r) and its linear response upto of ∂n(r)
∂RI

.

∂2E(R)
∂RI∂RJ

≡ − ∂FI
∂RJ

=
∫
dr
∂n(r)
∂RJ

∂Vext(r)
∂RI

+
∫
drn(r)∂

2Vext(r)
∂RI∂RJ

+ ∂2EII(R)
∂RI∂RJ

(2.141)

2.9.2 Linear response

Equation 2.141 determines the interatomic force constants. Incorporation of the same under

the DFT workflow requires linearization w.r.t potential variations, density and wave function.

The first-order perturbation theory determines the variation of Kohn-Sham orbitals as:

(HSCF − εn)|∆ψn〉 = −(∆VSCF −∆εn)|ψn〉 (2.142)

The terms of the Equation 2.142 corroborate to:

Unperturbed SCF Hamiltonian: HSCF = − ~2

2m
∂2

∂r2 + VSCF (r)

SCF potential: VSCF (r) = Vext(r) +
∫
dr′

n(r′)
|r− r′|

+ vxc(r)

First-order correction to VSCF : ∆VSCF (r) = ∆Vext(r) +
∫
dr′

∆n(r′)
|r− r′|

+ dvxc

dn

∣∣∣∣∣
n=n(r)

∆n(r)

First-order correction to εn: ∆εn = 〈ψn|∆VSCF |ψn〉

(2.143)

Here, vxc(r) ≡ δE
δn(r) is the xc-potential and εn is the Kohn-Sham eigenstates. Considering

nonmagnetic systems, the linearized charge density, ∆n(r) is expressed as:

∆n(r) = 4
N/2∑
n=1

ψ∗n(r)∆ψn(r) (2.144)

where finite-difference operator (∆) is defined as:

∆(≡ ∆λ)⇒ ∆λF =
∑
i

∂Fλ
∂λi

∆λi

λ : set of parameters, RI

(2.145)
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The first-order correction to the eigenfunction in Equation 2.142 is:

∆ψn(r) =
∑
m6=n

ψm(r)〈ψm|∆VSCF |ψn〉
εn − εm

(2.146)

where the summation includes all the occupied and unoccupied states. Hence, on deducing

∆n(r) from Equations 2.146 and 2.144, we obtain:

∆n(r) = 4
N/2∑
n=1

∑
m 6=n

ψ∗n(r)ψm(r)〈ψm|∆VSCF |ψn〉
εn − εm

(2.147)

We observe from Equation 2.147 that the terms corresponding to products of occupied states

cancel. Therefore, the index m appears to be associating only to the conduction band states c.

Now, in order to evaluate ∆ψn(r), the operator Pc i.e., the projector onto the unoccupied states,

is employed in the Equation 2.142 as:

(HSCF + αPv − εv)|∆ψn〉 = −Pc∆VSCF |ψv〉 (2.148)

Here, Pc = ∑
c
|ψc〉〈ψc| = 1−∑

v
|ψv〉〈ψv|. A multiple of the projector operator Pv i.e., projector

onto the occupied states, is also added to make the Equation 2.142 nonsingular. Equation 2.148,

is solved by any iterative method with the trial solution being orthogonal to occupied states. As

a result the incurred computational cost is similar to that of solving the Kohn-Sham equations.

2.10 Climbing image nudged elastic band method

The nudged elastic band (NEB) method obtains the saddle points and the minimum energy path

(MEP) between the reactants and products. The approach involves optimizing several interme-

diary images along the reaction chain. The minimum energy configuration of each image is

obtained while maintaining an equal distance from neighboring images. The optimization is

constrained by adding spring forces along the band between the images and by the projection of

the force component owing to the potential perpendicular to the band. The reaction coordinates

of various transition processes such as chemical reactions, the conformation of molecules, and

atomic exchange processes. The maximum energetic image configuration constitutes a saddle

point on the MEP, which determines the activation energy barrier. The reactant and product are

the local minima, and a set of images between them are obtained by linear interpolation. The

spring forces between the images link them, forming an elastic band that optimizes the forces

for MEP. However, there are two issues in this traditional elastic band approach: (i) sliding
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Figure 2.12: Schematic for various forces acting on the image while optimization [2]

down and (ii) corner-cutting problem. The former is due to the smaller spring constant, result-

ing in the shift of images towards minima due to the true force along the path. This reduces the

resolution around the saddle point. In the case of corner-cutting, spring forces perpendicular to

the path tend to shift the saddle point, thereby preventing the images from true MEP. Therefore,

the saddle point convergence significantly depends on the spring constant. To cater to these is-

sues, "nudging" scheme has been proposed, where the parallel and perpendicular components

of the respective true force and spring force are eliminated. Hence, the total force is due to

the perpendicular true force and spring force along the local tangent. Now, let us understand

with an example where R0 and RN are the initial and final states. On considering, the elastic

band with N+1 images [R1, R2, ..., RN-1], the forces acting on the i-th image are expressed as

follows:

Fi = F s
i |‖ −∇E(Ri)|⊥ (2.149)

Here, E represents energy that is the function of atomic coordinates. The images on the MEP

satisfies the condition: ∇E(Ri)|⊥ = 0. The correspondig true force expression is:

∇E(Ri)|⊥ = ∇E(Ri)−∇E(Ri).τ̂i (2.150)

The τ̂i is the normalized local tangent for image i. The corresponding spring force is:

F s
i |‖ = k(|Ri+1 − Ri| − |Ri − Ri−1|).τ̂i (2.151)
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where k is the spring constant. The equal spacing between the images is due to the equal spring

constant of the images. If the spring constant is a variable, more resolution can be attained

near the saddle point. This is attributed to the spring constant being related to the energy of the

images, where low-energy images are associated with a weaker spring constant, and that near

the saddle point are linked with a stronger spring constant. A significant drawback still laid in

the method is the non-capturing of the transition state in the MEP. Hence, a modification that

finds the exact transition state and the precise barrier is incorporated into the climbing image

NEB (CI-NEB) method. No significant change in the computational cost has been observed

with this improvement.

In this approach, the highest energy image imax is identified, where the image is not under the

influence of spring force and acted upon by the reversed force, that is, the true force acting

along the reversed direction of the elastic band. This image is defined as the climbing image

and the force acting on the same is:

Fimax = −∇E(Rimax) + 2∇E(Rimax)|‖

= −∇E(Rimax) + 2∇E(Rimax).τ̂iτ̂i
(2.152)

As a result, we obtain the energetically maximum climbing image along the path and energet-

ically minimum images perpendicular to the path in all directions. Hence, the precise location

of the saddle point and the convergence of MEP is assured, thereby making the CI-NEB an

appropriate choice for obtaining the activation barrier of chemical reactions.



CHAPTER 3

Effect of many body dispersion for efficient point

defect tuning in monolayer MoS2

3.1 Introduction

Transition metal dichalcogenides (TMDs) is a field of high research interest due to their unique

properties [6, 7, 8]. These are the layered materials with interlayer van der Waals forces and

intralayer covalent bond [82, 83]. They exhibit indirect to direct band gap transition, as the

dimension is reduced from bulk to monolayer. Molybdenum disulfide (MoS2) is the most

studied TMD material, owing to its abundance and low cost [84]. Monolayer of MoS2 features

exceptional optical [85], electrical [86] and mechanical [87] properties. It has a tunable band

gap and therefore, its electronic and optoelectronic properties can be controlled as per different

requirements [88, 89]. Hence, MoS2 is a promising material for future applications in device

engineering, optoelectronics and sensors [90, 91, 92].

Monolayers are manufactured by various experimental state-of-the-art methods viz. chemi-

cal vapour deposition (CVD), sulfurization, chemical and mechanical exfoliation techniques,

etc. [93, 94, 95, 96]. Similar to any other material, defects are inadvertently introduced dur-

ing its manufacture. These imperfections affect the mechanical [97], electrical [98, 99], elec-

tronic, optical [100] and magnetic [101, 102] properties of the system. For instance, the elec-

trical conductivity is largely affected as the defect constrains the mobility [103, 104]. The

defects create different impact on the material of reduced dimensions than that on its bulk

counterpart [105]. These issues have been the focus of many experimental and theoretical stud-

ies [106, 107, 108, 109]. Characteristics of the defects under a given condition is a matter

of understanding on the basis of which we may want to eliminate or induce a defect [110].

Since defects alter the properties of the materials, these can be engineered for diverse appli-
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cations [111, 112]. Defect engineering has its utilization in the field of spintronics, catalysis,

electrochemical reactions and semiconductors [113, 114, 115, 116, 117].

Among many characteristics pertaining to this system, the often observed n-type doping of

MoS2 has also been the motivation for conducting defect studies on the material [118]. The

stated observation is usually attributed to the large amount of native S vacancies. However, one

needs to consider both n-type and p-type monolayers of MoS2 for any requisite device applica-

tion. Hence, the defect states that affect the thermodynamic stability of p-type monolayer are

essential to be discussed [119, 120]. In addition, the van der Waals interactions do affect the

stability and mobility of the point defects in the semiconductors [121, 122]. The polarization

which results in van der Waals interactions might affect the defect states leading to a change in

the free energy of formation and hence, in the stability. The field of defect studies on the TMD

monolayers, though significantly studied, has not established a complete database.

In this work, we, therefore, intend to analyse the thermodynamic stability of native point defects

using density functional theory (DFT). First, we have validated the xc-functionals viz. LDA,

PBE and HSE06 for the MoS2 monolayer. Subsequently, to determine the most stable defect

states, with the ground state defect configurations we have calculated the formation energies of

the neutral and charged defects. We have modeled eight possible defect configurations, which

consist of three vacancies and five antisites [123]. Here, Mo, S and S2 vacancies, and SMo,

S2Mo , MoS, MoS2 and 2MoS2 antisites are shown in Fig. 3.1. Following this, in the expression of

defect’s formation energy, we have included the dispersion corrections as per (i) the two-body

van der Waals interaction using Tkatchenko-Scheffler scheme (TS) [124] and (ii) many-body

dispersion (MBD)[125, 126]. We have also shown results without including vdW effects just

as a reference. The concentration of these defect states in the temperature range of 50-1000

K using ab inito atomistic thermodynamics approach [127, 67, 128] have established the most

important defects in doped MoS2 monolayer. Further, we have obtained the optical response

of those stable defect states which have tuned the band gap that includes visible region of the

spectrum.

3.2 Methodology

We have employed first-principles based methodology under the framework of DFT [27, 129,

130, 131]. The calculations are performed with all electron based code FHI-aims that uses
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Figure 3.1: Optimized geometries of the defects within the MoS2 monolayer.

numeric, atom-centered basis set [132, 133, 134, 135]. We have presented here an exhaus-

tive scenario on the choice of exchange correlation functionals starting from local/semi-local

functional to more advanced hybrid functional especially to capture the effect due to exact ex-

change [136, 137]. The respective functional that we have employed here are proposed by

Perdew-Burke-Ernzerhof (PBE) [138] and Heyd-Scuseria-Ernzerhof (HSE06) [139]. The hy-

brid functional (HSE06) considers 25% mixing (α) of the short range Hartree-Fock exchange.

Its long range part is described by GGA-PBE functional. The screening parameter (ω) of 0.21

bohr−1 is optimized for the calculations. The following equation defines the exchange energy

for this functional.

EHSE06
xc = αEHF

xc (ω) + (1− α)EDFT
xc (ω) + EDFT

c (ω) (3.1)

In the bulk form, MoS2 has trigonal prismatic structure [140]. A 6×6×1 supercell of MoS2

monolayer, consisting 108 atoms, has been modeled. This size of the supercell is kept on in-

creasing until it aptly localizes the defects. In the calculations, the Brillouin zone was sampled

by 4×4×1 k-grid. Tier-2 basis sets for atoms with "tight" settings have been applied [132].

Note that, in order to avoid any artifact due to choice of DFT functionals, we have presented

here the results obtained from PBE and HSE06 functionals for the rest of the study. This

comparative study of the functionals has been undertaken to ensure the importance of hybrid

functionals and the possible error one may come across from employing local/semi-local func-



3.3. Results and Discussions 66

tionals. Note that the two-body vdW interaction (TS scheme [124]) and many-body dispersion

scheme [125, 126] are being thoroughly benchmarked on both the PBE and HSE06 functionals.

The correction parameter is based on Hirshfeld partitioning of the electron density.

The absorption spectra has been obtained by HSE06 functional under the Vienna ab initio sim-

ulation package (VASP) [141] that implements PAW pseudopotential method [63]. Conjugate

gradient minimization have been employed with 2×2×1 K-mesh for optimizing the force in the

structures upto 0.001 eV/Å . The energy calculation for the structure have been performed with

brillouin zone sampling of 6×6×1 Gamma centered K-mesh with 0.01 meV energy tolerance.

The plane wave energy cut-off is set to 500 eV for ground state calculations. The imaginary

part of the obtained dielectric function gives the optical absorption of the system.

3.3 Results and Discussions

3.3.1 Stability in defect states

The free energy of formation of charged defects can be calculated with the help of following

expression:

Ef = F(q)
defect − F(0)

pristine ±
∑

Niµi + q(µe + ∆V + VBM) (3.2)

Here, Ef is the free energy of formation of the defect state. F is the Helmohltz free energy,

which is sum of total DFT energy and vibrational energy due to lattice vibration. Since the

contribution of the latter term is not much, and we are taking differences of F(q)
defect and F(0)

pristine,

the effect due to lattice vibration will be insignificant. Therefore, the dominating term in F is

total DFT energy. Hence, it’s important to compute it accurately after thorough validation of

DFT functionals. µi is the chemical potential of the component i, Ni is the number of vacancies

or antisites, µe is the chemical potential of an electron, ∆V is the difference between core levels

of pristine and defected supercell, and VBM denotes valence band maximum of the pristine

neutral. The charge transition levels are given with respect to this VBM and µe is varied within

the band gap (see discussion for charged defects later). However, in case of neutral defects

(q=0), the free energy of formation reduces to the following expression:

Ef = F(0)
defect − F(0)

pristine ±
∑

Niµi (3.3)
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MoS2 layers act as a thermodynamic reservoir thereby making the chemical potentials of Mo

and S interdependent [142]. Hence we have,

∆Hf(MoS2) = µMoS2 − (µMo + 2µS) (3.4)

where ∆Hf(MoS2) is the formation enthalpy i.e. 2.44 eV at 300 K for this system [143, 66]. In

equilibrium with the MoS2 bulk, µMo and µS are related through the following expression:

µMo + 2µS = EMoS2 (3.5)

The chemical potentials can never exceed the value of the corresponding condensed pure ele-

ment [27]. Therefore, we have physical permissible limits as µMo ≤ EMo (Mo-rich limit) and

µS ≤ ES (S-rich limit). The Mo-rich limit can also be termed as S-poor limit with expression

µS,min = (EMoS2 − EMo)/2. The corresponding values are found from the formation enthalpy of

MoS2. Hence, we obtain the limiting conditions for the chemical potential of S (µS) as -1.22 ≤

∆µS = µS - ES ≤ 0.

In equilibrium, the negative values of free energy of formation correspond to the stable defect

configurations with respect to the pristine monolayer. No neutral defect states are more stable

than the pristine monolayer. However, as previously discussed, defects are inevitable in the

material, which further indicates the presence of extra charge in the system. Note that the

formation energy of one isolated defect can be reduced significantly by several eVs, when the

charge carriers (holes or electrons) are available in the material [127]. Therefore, we have

analyzed the defects with -2, -1, +1 and +2 charged states by the two functionals (PBE and

HSE06). We now analyze the variation of free energy of formation of the defect as a function

of chemical potential of electron (∆µe) within S rich (∆µS= 0) and Mo rich (∆µS= -1.22)

limits. Consider, S vacancy stable defect states as obtained by HSE06 functional in Fig. 3.2a

and Fig. 3.2b for understanding. Here, we observe that V−2
S and V+2

S are the most stable defect

configurations near CBm (conduction band minimum) and VBM, respectively. However, these

states were found to be more stable than pristine, only in the Mo-rich condition. These plots

do give an idea about the stability of certain defect states over other but only at a fixed ∆µS

condition (viz. here plotted at S-rich and Mo-rich limiting conditions). In order to gain more

clarity we have considered a 3D phase diagram (Fig. 3.2c), where along x, y, and z-axis we

have respectively plotted ∆µS, ∆µe and Ef. The x-y plane is being viewed here from the

negative z-axis (lower the Ef more stable is the configuration). From Fig. 3.2c the most stable

defect configurations amongst the neutral and all possible charged defects are determined (as



3.3. Results and Discussions 68

Figure 3.2: Variation of free energy of formation of S vacancy defect states observed at (a)

S-rich limit, and (b) Mo-rich limit. (c) 3D phase diagram by HSE06 with no vdW interaction.

obtained from HSE06 functional). Each colour in the phase diagram is associated with a defect

configuration and the region of a specific colour represents the range of ∆µS and ∆µe, where the

corresponding configuration is stable. This plot covers the full range of chemical potential of

sulfur i.e. -1.22 ≤ ∆µS ≤ 0 and chemical potential of electron i.e. 0 ≤ ∆µe ≤ 1.8. Moreover,

the phase diagram also considers the positive values of free energy of formation of defects,

which might be probable in real situations. At the Mo-rich condition, we have observed V−2
S

and V+2
S as the most stable states near CBm and VBM, respectively. This is in agreement with

the observation from Fig. 3.2a and Fig. 3.2b.

This phase diagram helps to infer whether the stable defect states are acceptors or donors de-

pending on the position of stability over the bandgap. If a defect accepts electron to gain

stability, it will have negative charge associated with it and hence will act as electron accep-

tors. Similarly, positive charged defects have lost electrons to gain stability and hence acting

as electron donors. Moreover, when ∆µe is near to CBm, this situation can be stated as n-type
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(a) PBE+TS (b) HSE06+TS

(c) PBE+MBD (d) HSE06+MBD

Figure 3.3: 3D Phase diagrams that show most stable defect states by the PBE and HSE06

functionals under the two-body vdW interaction (TS) and many-body dispersion (MBD).

MoS2 monolayer. Similarly, ∆µe nearer to VBM is the situation of p-type MoS2 monolayer.

In the phase diagrams, negative defect states are stable near CBm and positive defect states are

stable near VBM, hence inferring their stability in n-type and p-type monolayer, respectively.

3.3.2 Effect of van der Waals interactions in the stability

The vdW interaction originates as a result of polarization in the material. It is a part of long

range non-local correlation energy. The polarization refers to the induced dipole in the system,

which will definitely affect the defect states and the charge associated with it. Hence, we have

obtained the 3D phase diagrams (Fig. 3.3) for the most stable defect configurations, under two-

body vdW interaction and many-body dispersion, with PBE and HSE06 functionals. We have
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observed the same defect states as the most stable configurations, by PBE and HSE06 func-

tional under two-body vdW interaction (i.e. PBE+TS and HSE06+TS). The n-type and p-type

MoS2 monolayers have V−2
S , V−2

Mo, S−2
Mo and V+2

S , S+2
Mo, as the most stable states, respectively.

Further, on analyzing the phase diagrams under many-body dispersion, we see considerable

change in the stability pattern of the defect states. The phase diagram obtained by the HSE06

functional shows the emergence of the new defect states of V+2
Mo and S+2

2Mo
in the S-rich limit, for

the case of p-type MoS2 monolayer. Moreover, the V−2
Mo state is absent from the phase diagram

obtained by the PBE functional for the case of n-type MoS2 monolayer. The HSE06 func-

tional incorporates the Hartree-Fock exchange term, which is not the case in PBE functional.

Therefore, electron localization is efficient in the former case. Since, many-body dispersion

incorporates beyond two-body interactions as well as polarizability screening [126] that has

affected the stability of defected system configuration, we need to consider this for the predic-

tion of most stable defect states. Moreover, as the Kohn-Sham eigenvalues is more accurate

in the case of HSE06, we report here the inference corresponding to HSE06 functional with

many-body dispersion (HSE06+MBD) correction.

Figure 3.4: Variation of free energy of formation of defect states observed at S-rich limit in

3D phase diagrams by PBE (upper panel) and HSE06 (lower panel) functionals under the two

body vdW interaction (TS) and many-body dispersion (MBD).

We now intend to get insight over the energetics of the two functionals under the situations
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of no vdW interaction, TS and MBD. Hence, by visualizing the 2D phase diagram in Fig. 3.4

at S-rich limit we see that mostly S+2
2Mo

, S+2
Mo and V+2

Mo have very close values of free energy of

formation, making these likely to occur in monolayer. The corresponding phase diagram of

HSE06+MBD is an exception, where S+2
Mo has comparatively high free energy of formation (i.e.

less stable). Hence, on observing all the phase diagrams, we understand that there is definitely

some competition in free energy of formation of few defects and in a real experiment all of them

should have finite probability to occur simultaneously. It’s therefore even more interesting to

understand the concentration of such defects with varying temperatures.

3.3.3 Defect concentration

After the observation of varied range of stable defects, it becomes imperative to compute the

concentration of defects at higher temperatures in order to understand the defect stability. The

effect of environment is incorporated using ab initio atomistic thermodynamics [67] approach

in the chemical potential of sulfur (µS(T,p) = 1
2µS2(T,pS2)) as per the following expression:

µS2 (T, pS2) = −kBT ln
[(2πm

h2

) 3
2

(kBT ) 5
2

]
+ kBT lnpS2

− kBT ln
(

8π2IAkBT

h2

)
+ kBT ln

[
1− exp

(
−hνSS

kBT

)]
− kBT lnM+ kBT lnσ

(3.6)

where m is the mass, M is the spin multiplicity, and σ is the symmetry number [127, 144].

The above expression includes translational, rotational, vibrational, spin and symmetry degrees

of freedom for gaseous molecule of S2. We have considered two conditions for chemical po-

tential of electrons, i.e., ∆µe = 0 eV at VBM and ∆µe = 1.8 eV at CBm, for calculating the

concentration of defects under different functional energetics.

If N is the total number of atomic sites in the lattice and Efn free energy of formation of any one

kind of defect (let it specify as type-n), then the number of type-n defect states, Nn, is given as

Nn = (N− Σm 6=nNm) 1
1 + exp(βEfn)

(3.7)

where Nm is the number of the defect states (specified as type-m) other than type-n and β =

1/kBT. An equation similar as above can be written for each defect type and their solution will

provide the concentration at a finite temperature [127, 144].

Nn

N
= exp(−βEfn)

1 + Σm6=nexp(−βEfm) (3.8)
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Figure 3.5: Logarithm of concentration (in %) of defects versus T by PBE (upper panel) and

HSE06 (lower panel) functionals keeping µe at VBM (left panel) and CBm (right panel) under

TS scheme of vdW.

We have computed equation (8) for analyzing the concentration of defect states at the finite

temperatures. The plot gives the variation of logarithmic percentage concentration of various

defects as a function of temperature. The 100% concentration of a defect in the system corre-

sponds to the value of logarithmic percentage concentration as 2. The partial pressure pS2 is

fixed at 1 atm, and ∆µe is set at VBM and CBm.

The concentration plots are obtained for PBE and HSE06 functional under the consideration

of TS (Fig. 3.5) and MBD (Fig. 3.6). The earlier discussions stated that positive charges are

stable near VBM and negative charges are stable near CBm, and the same is evident from

the concentration plots as well. Fig. 3.5 is in correspondence with the 3D phase diagrams of

PBE+TS and HSE06+TS. The most stable defect configurations have significant concentrations

at the finite temperatures and are accompanied by the concentrations of other defect states viz.
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Figure 3.6: Logarithm of concentration (in %) of defects versus T by PBE (upper panel) and

HSE06 (lower panel) functionals at VBM (left panel) and CBm (right panel) under many-body

dispersion (MBD).

V+1
S , V−1

S , V+2
S2

and V−2
S2

. These concentration plots will help in indicating the occurrence of the

defect states, when the monolayer is exposed to the corresponding environmental conditions.

We observe from the Fig. 3.6 that the S−2
Mo, V−2

S , V−2
Mo achieve significant concentration in the

n-type monolayer. The 3D phase diagram for the case of PBE+MBD does not display V−2
Mo as

most stable state, however, it achieves a significant concentration comparable to that of S−2
Mo

and V−2
S . Hence, unanimously we observe that, the stable defect states which have significant

probability at finite temperatures for n-type monolayer are S−2
Mo, V−2

S and V−2
Mo. In the p-type

case, we see +2 charged state of the defects as stable. The stability of +2 and -2 charged states

can be possibly attributed to the electronic configuration of the S (3s23p4) and Mo (4d55s1).

They both have six valence electrons, therefore, the antisite (SMo) and the vacancies (VS and
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VMo), can be both donor and acceptor at VBM and CBm, respectively. However, S vacancies

are observed to be the abundant defects. These could be created with S−2 ions leaving the site

and hence, as per charge neutrality S vacancy would be stable at -2 charged state. It is clear

from the phase diagrams and concentration plots that Mo vacancy is stable for a short range of

∆µS. This may be attributed to larger atomic radius and greater atomic mass of Mo than that

of S.

The general trend of the defect states in n-type monolayer are in sync with the existing lit-

eratures. The improbability of Mo antisites have also been inferred in the works of Hong et

al.[93]. However, the obtained stable charged state differs from the previous works. The cor-

responding explanation have been attributed to the valence electronic configuration of the Mo

and S atoms. Moreover, the S+2
2Mo

defect state is visible as the stable state in phase diagram with

HSE06+MBD. The S2Mo phase has been discussed in the experiment cum theoretical work of

Zhou et al.[145]. Hence, this also gives an indication that HSE06+MBD correlates well with

the experimental finding. The aspect of defect states in p-type MoS2 monolayer and inclusion

of many body dispersion adds to the broader defect literature of MoS2 monolayer. Further, the

wide applicability of our inference is ascertained by obtaining the optical response of the defect

states in comparison with the pristine, as discussed in the following section.

3.3.4 Absorption spectra

Table 3.1 contains the information about the band gaps corresponding to stable defect states

as obtained by HSE06 functional. We observe that S−2
Mo and S+2

2Mo
have band gap in range 1.1 to

1.8 eV, which implies its application in photovoltaics. We have commented on its applicability

by obtaining the absorption spectra (Fig. 3.7) by HSE06 functional. The imaginary part of the

frequency dependent complex dielectric function, ε(ω) = Re(ε) + Im(ε), gives the absorption.

The real part is calculated by the Kramers-Kronig relation. The basic contribution to the anal-

ysis of optical properties is achieved by the interband process that includes transitions to an

unoccupied higher band. Hence, it is this interband matrix elements in the momentum space

that results in imaginary part of the dielectric function The defect states display red shift that

implies enhanced optical response in visible region. Hence, in case these defect states are cre-

ated or induced in the system, it may be utilized in the aforementioned applications. A small

bump seen at 0.6 eV in the spectra corresponding to S−2
Mo, is attributed to the partial charges that

occupy the orbitals.
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Table 3.1: Band gap corresponding to stable defect states as obtained by HSE06 functional

Defect Pristine V−2
S V+2

S V−2
Mo V+2

Mo S−2
Mo S+2

2Mo

Band gap (eV) 1.96 0.75 0.02 0.47 0.60 1.34 1.14

Figure 3.7: Imaginary part of dielectric function (Absorption spectra) as obtained by HSE06

functional

3.4 Conclusions

An exhaustive study has been undertaken for understanding the stability of defect configura-

tions in MoS2 monolayer. We have observed that defect configurations are not stable in the

neutral state and the Mo antisites are improbable to occur due to their high formation energies.

The results have indicated that the stability of defect configurations depend on the many body

dispersion and therefore, for accurate experimental correlation this should be incorporated in

the studies. The most probable defect configurations as obtained by the HSE06+MBD are V−2
S ,

V−2
Mo and S−2

Mo for n-type monolayer; and V+2
S , V+2

Mo and S+2
2Mo

for p-type monolayer. The S+2
2Mo

that

appeared to be stable by HSE06 functional with MBD, also showed significant concentration

by HSE06 functional with TS scheme of vdW. Further, the computed concentration of all the

stable defect states verifies their presence at finite temperatures. In addition, we have observed

red shift in the optical response of S−2
Mo and S+2

2Mo
from that of pristine, extending their applicabil-

ity in photovoltaics. Since, a defect free MoS2 monolayer is practically impossible, harnessing
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these defect states for absorption in photovoltaics is considerable. Moreover, there is enough

scope of experimental understanding of the discussed point defects in p-type MoS2 monolayer,

which would pose an important inference for applications in device industry.



CHAPTER 4

Role of adsorbed water in the negative differential

resistance observed in the 2D MoS2 thin films

4.1 Introduction

The layered 2D van der Waals (2D vdW) materials have established versatility and massive

potential for various applications owing to their mechanical, electrical, chemical, and opti-

cal properties [146, 147]. The property under consideration of research here is the negative

differential resistance (NDR) effect using 2D vdW materials. This is achieved by forming hy-

brid/standard heterojunctions with huge potential for signal processing, amplifiers, data storage

technology, and neuromorphic computing [148]. The NDR effect corresponds to the decrease

in device current with increased applied bias voltage. This non-linear effect was first observed

in the tunnel diode by Leo Esaki in 1958 [149]. The material under consideration was the

heavily doped narrow p-n junction of germanium. Obtaining the NDR effect in thin-film-based

devices has been an exciting topic. NDR effect has been subsequently investigated for devices

based on hybrid perovskite, 2D vdW heterostructures, and 2D vdW/organic hybrid heterojunc-

tion [150, 151, 152, 153, 154]. When conducting electrical characterizations, the tunnelling of

electrons frequently plays a crucial part in demonstrating the NDR effect. However, apart from

theoretical prediction, there is no literature evidence of a planar 2D vdW device displaying the

well-known NDR phenomenon [155].

Developing proton-conductive materials for applications such as fuel cells, batteries, and sen-

sors has enormous potential [156, 157, 158]. Proton-conductors have (H+) as primary charge

carriers. One of the mechanisms that explain proton conduction via hydroxide (OH−) and

hydronium (H3O+) is the Grotthuss mechanism that was proposed 200 years ago [159, 160].

Since 2013 first principles approaches have indulged in understanding the same. However, the

77
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water-chain network, structure, and in-plane protonic conduction are elusive in literature. Re-

cent studies have reported the Grotthuss proton transfer in zinc oxide-water interfacial systems

favoring the multiple water molecules [161]. In addition, first-principles calculations have also

reported a phase diagram of water confined in nanoscale with a hexatic phase showing high

electrical conductivity [162]. The discovery also observed monolayer of water being extremely

sensitive to temperature and van der Waals pressure. It is desirable to demonstrate this experi-

mentally in a proper context to see real-world variations from theoretical predictions.

Here, the work is based on the thin film growth of MoS2 by the self-assembly at the junction

of two immiscible liquids of hexane and water. The electrical characteristics examined on the

thin film deposited on glass substrates have observed NDR with a peak-to-valley current ratio

(PVCR) of 6.3 at the ambient environment and room temperature. The NDR peaks obtained

have been consistent and reproducible in the positive and negative sweep directions. Further,

moisture is critical in observing the property indicating the absorbed water at defect sites to pro-

mote electrochemical redox processes. The computational studies have verified the adsorption

of atmospheric moisture and the subsequent electrolysis. Results indicate the defect sites to be

more prone to adsorb OH− ions. Hence, this promotes the H+ ions transfer and the NDR. This

work, therefore, highlights the NDR in the liquid-phase exfoliated (LPE) thin film of MoS2 on

desired substrates without availing the sophisticated instruments. This is the first time such an

effect is observed in the LPE based MoS2 thin films at room temperature ambient conditions.

4.2 Computational Methodology

The first-principles based density functional theory (DFT) calculations as have been employed

in the present work [27, 129, 130, 131, 136, 137]. The associated code chosen is Vienna

ab initio simulation package (VASP) [141, 63, 132] with projector augmented wave (PAW)

pseudopotentials using plane wave basis. The generalized gradient approximation (GGA) that

accounts for the exchange-correlation (xc) interaction amongst electrons is incorporated by

PBE xc functional (as proposed by Perdew-Burke-Ernzerhof (PBE) [163, 138]). The conjugate

gradient minimization with energy tolerance of 0.001 meV and the force tolerance of 0.01

eV/Å. The plane wave cut-off energy is set to 500 eV. The Tkatchenko-Scheffler vdW scheme

has been employed for obtaining optimized structures [124, 125]. We have employed climbing-

image nudged elastic band (CI-NEB) method to obtain minimum energy path [164, 165]. The
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modelled systems are S vacancy in 4 × 4 MoS2 monolayer and (4 × 4) MoS2/(5 × 5) Cu (111)

HTS.

4.3 Results and Discussion

Experimentally, the NDR property is observed irrespective of the electrodes used, in the ambi-

ent condition and at room temperature. The optimum presence of moisture or water molecules

have been deduced to be crucial. Also, the observation confirmed the effect at each sweep of the

applied voltages. Therefore, it is pertinent to understand the mechanism behind the observed

NDR in the few-layer MoS2 as grown by the bi-phasic method under liquid phase exfoliation.

The emergence of the effect can be correlated with the protonic conduction between the two

electrodes. Also, the synthesis route plays a massive role in the formation and type of defects.

The liquid-phase exfoliated MoS2 nanoflakes are prone to defect sites at the edges and basal

planes, thereby facilitating the adsorption of water molecules and their thin layer formed from

the environment. The calculation strongly favors the physisorption of water molecules to the

defect sites of MoS2 nanoflakes. It predicts a higher adsorption possibility of OH− ions com-

pared to H+ ions, resulting in the increased mobility of H+ ions. This indicates the subsequent

Grotthuss mechanism between the electrodes upon the application of bias voltage.

Now, a positive bias to the left copper electrode ipromoting the oxidation of water molecules is

expressed as:

2H2O→ O2 + 4H+ + 4e− (4.1)

Similarly, at right copper electrode the electrons thus produced facilitate the reduction of water

molecules:

2H2O + 2e− → H2 + 4OH− (4.2)

These redox reactions at both electrodes initiate the protonic conduction through the chain

of water molecules indicating the Grotthuss protonic conduction mechanism. The transfer

of H+ ions changes the intermolecular covalent bond between hydrogen and oxygen to the

intramolecular hydrogen bond. The underlying process initiates and subsequently increases the

device current with the bias voltage due to the protonic conduction. After that, it reaches a

peak value and the corresponding NDR peak current. The depletion width reaches a maximum
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at peak current, following which the device current starts decreasing with an increase in the

bias voltage. The protonic conduction is therefore restricted. Further increased applied voltage

leads to the device current towards the NDR valley region. Finally, the trend of I-V beyond

the NDR valley region depends on the thermally generated carriers alone, which cannot be

avoided in all cases. The calculations performed for the device Cu/MoS2/Cu with adsorbed

Figure 4.1: Optimized geometries of the defects within the MoS2 monolayer.

water molecules at the sulfur (S) defect sites of MoS2 supports the proposed mechanism above.

Firstly, the Schottky-type contact between the Cu and MoS2 have been verified. Now, MoS2 in

its natural form contains point defects that are usually S vacancies and antisites. The synthesis

route further adds to the formation and type of these defects. In either case, S vacancies (VS) are

prominent in MoS2 monolayer and bulk. We obtained the optimized structure of the adsorbed

H+ and OH− at the defect sites as shown in Fig. 4.1, respectively. The binding energy (Eb)

strength of the same was obtained by equation 3 below:

Eb = EDS − ESP − EAS (4.3)

where EDS, ESP, and EAS represent the energy of the defected system (Cu/MoS2) with adsorbed

species, energy of the system (Cu/MoS2) with point defect VS , and energy of adsorbed species,

respectively. We found the Eb of H+ and OH− are –0.37 eV and –3.47 eV, respectively. The

higher Eb of the OH− is accompanied by more charge transfer in their neighbouring Mo and

S atoms, as seen through the Hirshfeld charges (Table 4.1). This indicates that OH adsorp-

tion affects electron conduction as these are prominent on the vacancy S sites. Further, it is

imperative to understand that at a specific temperature, VS would not exist in neutral form but

in charge states, in both monolayer and multilayer. Therefore, the V+2
S being abundant and

stable with +2 charged state adsorbs OH−. Hence, these charged state leads to the dissociation

of H2O to H+ and OH−. The H+ exists in the form of hydronium (H3O+) in the water layer.

Thus, active sites prefer OH− adsorption, thereby facilitating the H+ to transfer and conduct

between electrodes through the water molecular chain. This defect mediated H+ transfer as
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Table 4.1: Hirshfeld charges (e) at S vacancy neighboring atoms.

Site S vacancy With H+ adsorbed With OH− adsorbed

Mo1 0.207 0.235 0.261

Mo2 0.206 0.219 0.261

Mo3 0.207 0.236 0.260

S -0.137 -0.120 -0.123

H — -0.108 0.146

O — — -0.223

shown in Fig. 4.2 creates a gradient between OH− and H3O+ species, thus supporting NDR

effect in MoS2 device in the presence of adsorbed water molecules. The previous studies, such

as Manoranjan Ghosh et al. have also indicated the dissociation of H2O and adsorption of OH−

on the O vacancy sites, that facilitates the proton conduction, thereby affecting the NDR seen

in the system [166]. Further, we have obtained the minimum energy path by performing CI-

Figure 4.2: Optimized geometries of the defects within the MoS2 monolayer.

Figure 4.3: Minimum energy path for proton transfer on the single layer of MoS2

NEB calculations for proton transfer leading to OH− and H3O+ species from 2H2O molecules.
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The corresponding system consists of two VS in the MoS2 monolayer. We observe a barrier

height of 0.21 eV which indicates the requirement of bias to overcome the barrier for proton

to transfer from one H2O molecule to another, thereby forming H3O+. Hence, this strongly

supports the proposed Grotthuss mechanism on proton diffusion through the water molecular

channel between the electrodes as previously discussed.

4.4 Conclusion

In conclusion, the solution-processed few-layered 2D MoS2 nanoflakes (NFs) using the bipha-

sic (BPM) method have efficiently deposited the high-quality thin films. The corresponding

thin film devices with metal/MoS2/metal structures were made with the interdigitated elec-

trodes of copper (Cu) or gold (Au). The system exhibited NDR property with PVCR of 6.6 and

>10.0 with Cu and Au electrodes, respectively. The property observed is robust and highly re-

producible under the ambient conditions, presence of moisture and room temperature, thereby

indicating the crucial role of moisture in the MoS2 thin film device. The underlying mecha-

nism is controlled by the protons (H+) that are produced by the electrolysis of adsorbed water

molecules at the edges, basal planes or defect sites of MoS2. These protons transfer between

two metal electrodes through the adsorbed water molecular wire kind of structure under bias-

controlled favourable MoS2 valence band. The depletion layer broadening between the metal

electrode and MoS2 constrains the in-plane protonic conduction that lowers the device current.

The Hirshfeld analysis and the minimum energy profile show that OH− ions interact more

strongly than H+ at the atomic sites on the MoS2 surface, indicating higher protons’ mobility.

Hence, the layered van der Waals (vdW) materials can be utilized for NDR-based applications

like signal processing, neuromorphic computing, amplifiers, and multi-valued logic devices.



CHAPTER 5

Designing MoS2 and MoSSe (Janus) based van der

Waals heterostructures for photocatalytic hydrogen

evolution reaction

Pollutant degradation and water splitting is an urgent necessity for sustainability [167, 168,

169, 170]. 2D materials as discussed in previous sections is widely researched upon espe-

cially MoS2 from transition metal dichalcogenides (TMD) family. These materials have been

engineered and studied for photovoltaics and optoelectronics [171, 172, 173, 85]. Apart from

MoSe2, WS2, MoS2 and WSe2, other TMDs such as ZrS2, HfS2, and TiS2 have also generated

interest in engineering and tuning the properties for aforementioned applications [174, 175,

176]. Now as per Lebègue et al. [177] the stable bulk phases of transition metal oxides are

rare thereby affecting their low experimental synthesis [178]. These material have put forth a

huge potential. Recently, Janus materials ( MXY; M = Mo and X,Y = O, S, Se and Te; X6=Y)

have drawn a lot of interest for phototcatalytic applications [179, 180]. They have vertical

dipole moment and lack mirror symmetry [181, 182]. van der Waals heterostructures (HTSs)

have exemplified valley physics and interlayer screening effects thereby evident in the present

work [140, 183, 184, 185, 186, 187, 188, 189, 190, 191, 192, 193].

MoS2 monolayer have direct band gap and its redox potentials are apt for a photocatalyst [194,

195]. However, the carriers (electron (e−), hole (h+)) is generated in the same spatial region,

hence incresed recombination [196]. vdW HTSs with type II band alignment have established

itself as successful alternative due to the spatial separation of e− - h+ carriers on different lay-

ers. vdW HTSs showcase two types of photocatalytic mechanisms:

(a) Simple heterojunction photocatalysts: In this case the CBm and VBM, that are associ-

ated with two different monolayers of the vdW HTSs, straddle the redox potential [197, 198].

Hence, the spatial charge separation is facilitated with reduction and oxidation reactions on

83
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different monolayer, respectively.

(b) Z-scheme systems: This is natural photocatalysis [199, 200, 201], where also the type II

alignment is mandatory. In this case the CBm and VBM does not straddle the redox potentials.

Infact, the layer with its CBm straddling the reduction level is utilized for hydrogen evolution

reaction (HER) and another layer with VBM straddling the oxidation level is utilized for oxy-

gen evolution reaction (OER), respectively (Fig. 5.1).Therefore, high number of interlayer e− -

h+ recombination as compared to that of intralayer is necessary for the process [202, 203, 204].

Figure 5.1: Schematic of Z-scheme photocatalysis.

The lubricancy due to weak vdW forces facilitates the interlayer movement that assists the Z-

scheme photocatalysis [205]. There exists vdW HTSs under this regime [206, 205, 199, 207],

but no extensive study on MoS2 based bilayer vdW HTSs with TMOs (viz. HfO2, T-PtO2, T-

SnO2) and TMDs (viz. HfS2, ZrS2, TiS2) as second layer is observed so far. Also the database

of Janus (MoSSe) based bilayer vdW HTSs is at an initial stage. There are two possible stack-

ing arrangements for MoSSe based vdW HTSs. Hence, it is crucial to compare the possible

stacking configurations of MoSSe based vdW HTSs with the MoS2 based vdW HTSs, for the



Chapter 5. Designing MoS2 and MoSSe (Janus) based van der Waals heterostructures
for photocatalytic hydrogen evolution reaction 85

photocatalytic application.

In reference to the Rasmussen et al. we have started our research with the alignment of type II

vdW HTSs [208] for photocatalytic applications. Analysis for both the monolayers of TMDs

and TMOs are present in this work. In further sections, we have studied the vdW HTSs of

MoS2 (and MoSSe) with (i) TMOs viz. HfO2, T-PtO2, T-SnO2 and (ii) TMDs viz. WS2, HfS2,

ZrS2, TiS2. The present literature, have not discussed the these vdW HTSs for the Z-scheme

photocatalysis. We have synchronously studied the pertinent parameters such as band gap,

Hirshfeld charge, absolute band edge positions, recombination and optical response.

5.1 Computational Methodology

We have employed first-principles based methodology under the framework of DFT [27, 129,

130, 131, 136, 137]. The PAW pseudopotentials are used in our calculations using plane wave

basis set as employed in Vienna Ab initio Simulation Package (VASP) [141, 63, 132]. The xc

interaction amongst electrons are accounted by Generalized Gradient Approximation (GGA)

with the functional form as proposed by Perdew-Burke-Ernzerhof (PBE) [163, 138]. The hy-

brid density functional have also been employed to account for the same with the functional

proposed by Heyd-Scuseria-Ernzerhof (HSE06) [139]. The hybrid functional (HSE06) con-

siders 25% mixing (α) of the short range Hartree-Fock (HF) exchange. Its long range part is

described by GGA-PBE functional.

The vdW HTSs are optimized using PBE functional and HSE06 is used to determine single

point energy. The Conjugate Gradient Minimization is performed with the Brillouin Zone (BZ)

sampling of 2×2×1 K-grid and the energetics are obtained by the BZ sampling of 16×16×1

K-grid. The energy tolerance of 0.001 meV and force tolerance of 0.001 eV/Å have been used

for optimization. In the ground state calculations, the plane wave cut-off energy is set to 600 eV.

The vdW HTSs are modelled with 20 Å vacuum in order to avoid electrostatic interactions be-

tween the periodic images. The two-body vdW interaction as devised by Tkatchenko-Scheffler

has been employed [124, 125]. The correction parameter is based on Hirshfeld partitioning of

the electron density. Note that, we have not included spin-orbit coupling (SOC) in our calcu-

lations, since the previous literatures have reported only slight change in band gap due to the

same [199, 209, 210]. The optical properties are calculated using the GW approach [211, 212].

We have performed hybrid calculations (HSE06), as an initial step for single shot GW calcula-
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tions [i.e. G0W0@HSE06].

5.2 Results and Discussion

5.2.1 Heterostructure stacking

We have constructed commensurate bilayer vdW HTSs [213] with minimum lattice mismatch

between the layers. The vdW HTSs have been formed with monolayer of MoS2 (or MoSSe)

along with that of WS2, ZrS2, HfS2, TiS2, HfO2, T-PtO2 and T-SnO2, in vertical alignment. The

specifications of the monolayers (Table 5.1) corroborate with the existing literature [214, 208,

215]. All the monolayers are constituted as 2×2×1 supercell (24 atoms) except ZrS2 and HfS2

with
√

3 ×
√

3 × 1 supercell (21 atoms). Here, the stacking styles between two monolayers

have not been varied in each vdW HTS. This is due to the fact that, the binding energy change

of merely few meV is observed with the change in stacking styles of two monolayers in a

particular vdW HTS [216, 217].

Figure 5.2: vdW HTSs with configuration I, II and III. MoS2/BX2 (configuration I),

MoSSe/BX2 (configuration II), where Se atomic layer is at interface and MoSSe/BX2 (con-

figuration III), where S atomic layer is at interface.

We have calculated the binding energy of vdW HTSs by the expression [216],

Eb = E(vdW HTSs)− E(MoS2 or MoSSe)− E(BX2) (5.1)
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where Eb is the binding energy of the vdW HTS MoS2/BX2 (or MoSSe/BX2); E(MoS2) is the

energy of monolayer MoS2; E(MoSSe) is the energy of monolayer MoSSe and E(BX2) is the

energy of monolayer BX2 (where B = W, Hf, Zr, Pt, Sn and X = S or O).

Table 5.1: Lattice constants (l) of 2×2 monolayers

BX2 MoS2 WS2 ZrS2 HfS2 TiS2 HfO2 T-PtO2 T-SnO2

l 6.321 6.321 7.120 7.019 6.660 6.243 6.296 6.450

Table 5.2: The corresponding bilayer vdW HTS lattice mismatch and binding energies of

different configurations (MoS2/BX2(I), MoSSe/BX2(II and III)) are enlisted

BX2 Lattice mismatch (%)
Binding Energy (eV)

I II III

WS2 0.0 -1.04 -1.05 -1.02

ZrS2 2.5 -0.49 -0.54 -0.52

HfS2 3.9 -0.30 -0.35 -0.33

TiS2 2.5 -0.45 -1.00 -0.94

HfO2 1.2 -0.40 -0.54 -0.47

T-PtO2 0.4 -0.83 -0.63 -0.68

T-SnO2 1.8 -2.19 -2.24 -2.22

Fig. 5.2 shows the three configuration of vdW HTSs as considered in the present work. Con-

figuration I is of the type MoS2/BX2. The stacking type of MoS2/T-SnO2, MoS2/ZrS2 and

MoS2/WS2(or HfO2) are same as that of MoS2/T-PtO2, MoS2/HfS2 and MoS2/TiS2, respec-

tively. On replacing MoS2 with MoSSe, we have constituted configuration II and III. The

former consists of Se atomic layer of MoSSe at the interface, whereas the latter has S atomic

layer at the interface. Configuration II and III also follow the same analogy as configuration

I. Table 5.2 enlists the lattice mismatch and the binding energy of all the vdW HTS configura-

tions. We define the mismatch as (l(MoS2) - l(BX2))/l(BX2), where l is the lattice constant of

MoS2 and BX2 respectively.
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5.2.2 Band edge alignment

(a)

(b)

(c)

Figure 5.3: Band edge alignment with respect to water redox potentials of (a) individual mono-

layers, (b) MoS2/BX2 vdW HTSs (configuration I), (c) MoSSe/BX2 vdW HTSs (configuration

II and III), where BX2 refers to WS2, ZrS2, HfS2, TiS2, HfO2, PtO2 and SnO2.

The photocatalytic applications require the understanding of band gaps and absolute band edge

positions. We have calculated these with both PBE and HSE06 functionals. Fig. 5.3(a) provides
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Figure 5.4: Bandstructures corresponding to the supercell of MoS2/BX2 HTSs (configuration

I) where MoS2/ZrS2 has similar bandstructure as that of MoS2/HfS2. The bandstructures cor-

responding to the MoSSe based vdW HTSs (configurations II and III) are similar with slight

change in energetics. The red and green points correspond to the conduction band minimum

and valence band maximum.



5.2. Results and Discussion 90

Table 5.3: Band gaps of the monolayers and their corresponding vdW HTSs.

BX2
Band Gap (eV) (Indirect/Direct)

Monolayer I II III

MoS2 -/2.257 - - -

MoSSe -/2.172 - - -

WS2 -/2.447 1.636/2.038 1.879/1.885 1.589/1.928

ZrS2 1.829/1.892 0.752/0.809 0.123/0.177 0.676/0.729

HfS2 1.937/2.019 0.746/0.863 0.079/0.185 0.663/0.773

TiS2 1.672/1.769 0.414/0.418 0.047/0.056 0.520/0.525

HfO2 3.516/3.520 0.486/0.499 0.072/0.090 0.440/0.453

T-PtO2 3.304/3.313 1.323/1.525 0.595/0.846 1.178/1.423

T-SnO2 4.143/4.297 1.130/1.285 0.460/0.882 1.069/1.473

band edge alignment of the monolayers. We observe here that the chosen monolayers for vdW

HTSs have type II heterojunction. In the figure, H+/H2 and O2/H2O correspond to the reduction

and oxidation potential of water splitting, respectively, both for pH(0) (solid line) and pH(7)

(dashed line). Fig. 5.3(a), therefore, shows that HSE06 and PBE show sufficient discrepancies

in estimating band edge positions. Calculations with HSE06 functional incorporate HF exact

exchange term resulting due to self-interaction error of e−, which is not well taken care of

in the case of PBE functional. Hence, the results presented in further plots are carried out

by the HSE06 functional. Fig. 5.3(b) and Fig. 5.3(c) depict the absolute band edge positions

of the MoS2 and MoSSe based vdW HTSs, respectively. Fig. 5.3(b) indicates that individual

band alignment approximately predicts the combined alignment of the vdW HTSs. The weak

vdW interaction between 2D monolayers is attributed to the aforementioned indication. Here,

the type II alignment can be seen with VBM of MoS2 (or MoSSe ) monolayer and CBm of

HfS2, ZrS2, TiS2, HfO2, T-PtO2 and T-SnO2 monolayers. The band gaps of the monolayers

and vdW HTSs are listed in Table 5.3. Now, the CBm and VBM should lie a few eVs above

and below the redox potentials for the material to be good for photocatalysis. However, in

our case the vdW HTS band gap does not straddle the photocatalytic water splitting potentials.

Hence, we analyze these bilayer vdW HTSs for their applicability as Z-scheme photocatalyst.
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The vdW HTSs deduced for further analysis from Fig. 5.3 are the configurations consisting

HfS2, ZrS2, TiS2, HfO2, T-PtO2 and T-SnO2. Note that MoS2 (or MoSSe) monolayer (CBm)

does form type II alignment with WS2 (VBM) as well and the HTS is observed to be capable

for photocatalysis (but not via Z-scheme). However, we have included this in our manuscript

as a reference, with an intention to showcase clear distinction w.r.t Z-scheme photocatalysts.

Moreover, on observing Fig. 5.3(c) a unanimously similar trend infers that the band gap of vdW

HTSs of configuration II is significantly different than that of configuration III.

Figure 5.5: Electrostatic potential plot of MoS2/WS2 depicting (a) the potential difference, (b)

the work function in configuration I, (c) cationic and anionic potential difference in configura-

tion II, and (d) configuration III.

It should be noted that the absolute band edge alignment is obtained with respect to the zero

vacuum level. The associated EVac (vacuum level) of each calculation is obtained from the elec-

trostatic potential of the system. As is evident from the term, the plot explains the electrostatic

potential corresponding to each atomic layer (Fig. 5.5). It is pertinent to understand the plot
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Figure 5.6: Averaged electrostatic potential corresponding to TMDs viz. TiS2 (upper panel),

HfS2 (middle panel) and ZrS2 (lower panel) for I, II and III configurations.

Figure 5.7: Averaged electrostatic potential corresponding to TMOs viz. HfO2 (upper panel),

T-SnO2 (middle panel) and T-PtO2 (lower panel) for I, II and III configurations.
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as it informs about the work function and potential difference between the monolayers. Thus,

we are able to analyze the interlayer charge transfer that indicates the photocatalytic strength.

Fig. 5.5 corresponds to the electrostatic potential plot of MoS2/WS2. Considering left to right

chronology in Fig. 5.5(a), we observe the potential of S, Mo, S atomic layers of MoS2 mono-

layer and S, W, S atomic layers of WS2 monolayer. We see a clear difference in the potentials

of cationic layers viz. Mo and W atomic layers. The gradient between the monolayers facilitate

the charge separation between them. Fig. 5.5(b) shows the method of work function calcula-

tion. Fig. 5.5(c) and (d), show the plots for MoSSe/WS2 configuration II and III, respectively.

We observe, that in configuration II (Fig. 5.5(c)) there is an additional potential gradient be-

tween Se atomic layer of MoSSe and S atomic layer of the WS2 at the interface, along with

the cationic potential difference. In case of configuration III, the interface has no anionic gra-

dient and hence, charge separation is mainly the result of cationic gradient. Therefore, we

see different band gaps in configuration III and configuration II. Further, one should always

remember, that these configurations are type II and the band edge levels are on two different

layers. Therefore, any potential gradient at interface will definitely effect the corresponding

band edge levels. Fig. 5.6- 5.7 discuss the electrostatic potential for other vdW HTSs and

further, explains the change in band gap on the basis of dipole direction. Dipole direction is

seen from S to Se i.e. from lower to higher potential. So, we observe opposite dipole directions

in configurations II and III, thereby affecting the interfacial interactions. Thus, the vdW HTSs

with TMOs is also inline with the above discussion and inference.

5.2.2.1 Planar Averaged Charged Density

We have also calculated the associated charge density on the layers and the work function of the

vdW HTSs. The work function (φ) is significant parameter to understand the charge separation

or transfer at the interface. It is defined as follows:

φ = EVac − EFermi, (5.2)

where EVac and EFermi are the electrostatic potential corresponding to the vacuum level and

Fermi level, respectively (Fig. 5.5). Table 5.4 gives the total Hirshfeld charge (of all the atoms

in the monolayer of the HTS) and the work function of vdW HTSs. The estimated values of the

work function of free standing monolayer (φM as in Table 5.7), have been corroborated with the
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Figure 5.8: Planar averaged charge density
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Table 5.4: The Hirshfeld charge and work function of different configurations (I: MoS2/BX2,

II: MoSSe/BX2 (Se interfacial layer), III: MoSSe/BX2 (S interfacial layer))

BX2
Hirshfeld charge (e) Work function (φ) (eV)

I II III I II III

WS2 0.64 0.19 3.00 5.19 5.34 4.76

ZrS2 -0.26 -0.25 -0.16 5.98 6.02 5.56

HfS2 -0.08 -0.14 -0.07 5.98 6.01 5.58

TiS2 -0.09 -0.25 -0.12 6.02 6.15 5.69

HfO2 -0.04 -0.12 -0.09 6.12 6.13 5.70

T-PtO2 0.03 -0.08 -0.04 5.78 5.75 5.53

T-SnO2 -0.10 -0.16 -0.06 5.91 5.79 5.46

existing literature [215]1. The Hirshfeld charge in case of configuration II show greater charge

transfer than that of as in the case of configuration I and III. This is attributed to the anionic

and cationic potential difference at the interface. The lesser charge transfer corresponds to the

lower work function in configurations I and III. The plane averaged charge density difference

∆ρ has been calculated (Fig. 5.8) by:

∆ρ = ρ(vdW HTSs)− ρ(MoS2 or MoSSe)− ρ(BX2) (5.3)

where ρ(vdW HTSs), ρ(MoS2), ρ(MoSSe) and ρ(BX2) is the charge density of the vdW HTS,

monolayer MoS2, monolayer MoSSe and monolayer BX2, respectively.

We can understand the charge transfer by calculating the band bending as well. This parameter

is estimated by the Fermi-level difference between the vdW HTSs and the corresponding free-

standing monolayer, with the expression as follows [218]:

∆E = φ− φM (5.4)

where φ is the work function of vdW HTSs and φM is the work function of free standing mono-

layer. The ∆E < 0 indicates charge transfer from the vdW HTSs to the monolayer. All the vdW

HTSs, display ∆E < 0 i.e. charge gained by the monolayer (Table 5.5). The observation is in

1Note that the mentioned reference has considered 15 Å vacuum, which we have found to be converged at 20

Å vacuum. The slight difference (i.e. not exact match) may be due to this change.



5.2. Results and Discussion 96

Table 5.5: The estimated band bending between vdW HTSs and free-standing monolayer (φM

is the work function of free standing monolayer, I: MoS2/BX2, II: MoSSe/BX2 (Se interfacial

layer), III: MoSSe/BX2 (S interfacial layer))

BX2 φM (eV)
∆E (eV)

I II III

WS2 5.53 -0.34 -0.19 -0.77

ZrS2 6.95 -0.97 -0.93 -1.39

HfS2 7.13 -1.15 -1.12 -1.55

TiS2 7.01 -0.99 -0.86 -1.32

HfO2 8.86 -2.74 -2.73 -3.16

T-PtO2 7.86 -2.08 -2.11 -2.33

T-SnO2 9.06 -3.15 -3.27 -3.60

sync with the calculated Hirshfeld charges as noted in Table 5.4. It is to be noted that in case

of WS2, ∆E is more negative with φM(MoS2) = 5.82 eV than that with φM(WS2). Hence, the

associated Hirshfeld charge on the WS2 monolayer is positive. The above observations indicate

MoSSe based configurations (II and III) to play a crucial role in photocatalytic applications.

The aforementioned discussion along with Fig. 5.3(a) have showcased the spatial charge sep-

aration due to the work function difference. Therefore, with the e− - h+ pair generation in

the individual monolayers of vdW HTSs, the MoS2 (or MoSSe) monolayer will be positively

charged as it contributes to the VBM of vdW HTS, which will restrict the flow of e− to other

layer (BX2). Moreover, BX2 monolayer that contributes to the CBm of vdW HTS, does not

straddle the reduction potential. Hence, MoS2 (or MoSSe) monolayer will observe restricted

e− motion from its CBm to BX2 CBm, thereby facilitating the e− - h+ recombination path of

BX2 CBm to MoS2 VBM and promoting the standard Z-scheme mechanism.
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5.2.3 Recombination in vdW HTSs

Considering the case of photocatalysts that straddle the potentials, slower recombination rate

is synchronous with the effective photocatalytic capability. However, vdW HTSs for applica-

bility as Z-scheme potocatalysts, require higher recombination in them as compared to their

constituent monolayers. Hence, the layer with CBm above the reduction potential can facilitate

HER, while, the layer with VBM below the oxidation potential can facilitate OER. In view

of this, we have analyzed the recombination rate, which is indicated by the effective mass of

electrons and holes. The effective mass has been calculated by the parabolic fitting at CBm

and VBM in the bandstructure obtained by the hybrid calculations [219]. The bandstructure of

MoS2/ZrS2 have been found to be previously reported [220] and is in sync with that reported

in the present work. The similar database of other vdW HTSs discussed here are previously

unreported.

Table 5.6: The effective mass ratio (D) of the monolayers (BX2) except MoS2 and MoSSe

(both have same value of D = 1.21)

BX2 WS2 ZrS2 HfS2 TiS2 HfO2 T-PtO2 T-SnO2

D 1.29 1.58 1.17 0.03 5.88 4.66 9.00

The recombination rate can be estimated by relative ratio (D) that is defined as follows [221]:

D = m∗h/m∗e (5.5)

The higher the variance of D from 1, the lesser is the recombination. Since, D refers to the

relative ratio of the effective masses of hole (m∗h) and electron (m∗e), its value closer to 1 (i.e

low variance) is ideal for high recombination in the system. This is obvious as value closer to 1

indicates similar electron and hole effective masses, resulting in easier recombination. On the

contrary, large difference in the effective masses pose significant difference in carrier mobilities

leading to the separation of carriers and hindrance in their recombination. Consider, Table 5.7

that enlists the value of D for monolayers and their corresponding vdW HTSs. The effective

mass of carriers at CBm (i.e. m∗e) and VBM (i.e. m∗h) have been obtained along the designated

direction in the high symmetry path Γ - M - K - Γ (see bandstructures i.e. Fig. 5.4). Also, it
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Table 5.7: The effective mass ratio (D) of the vdW HTSs (I: MoS2/BX2, II: MoSSe/BX2 (Se

interfacial layer), III: MoSSe/BX2 (S interfacial layer))

BX2
Effective Mass Ratio (D)

I II III

WS2 2.50 0.85 10.19

ZrS2 0.13 0.64 0.62

HfS2 0.65 0.87 0.71

TiS2 0.50 0.20 0.80

HfO2 0.32 0.34 0.34

T-PtO2 0.49 0.50 0.49

T-SnO2 0.91 1.15 1.14

should be noted that the parameter is calculated from the bandstructures of the supercell than

the primitive cells. Since, the supercell is small, the density of the bands near the VBM and

CBm is not very high and hence, the band folding is not an issue here.

Further, since we are considering Z-scheme photocatalysis, we require monolayer with lesser

recombination as compared to that of their corresponding vdW HTSs. In order to review this we

have checked the variance of D values from 1 for monolayers and vdW HTSs. Therefore, the

vdW HTSs with lesser variance as compared to that of their respective monolayer can be con-

sidered probable for Z-scheme photocatalysis. As per the discussed approach, we have deduced

MoSSe/ZrS2 (configuration II and III), MoSSe/HfS2 (configuration II), MoSSe/TiS2 (configu-

ration III), MoS2/SnO2 and MoSSe/SnO2 (configuration II and III) as the probable Z-scheme

vdW HTSs. Amongst these, the MoS2/SnO2, MoSSe/HfS2 (configuration II) and MoSSe/TiS2

(configuration III) have shown least variance from 1. Their respective carrier mobilities [222]

have been approximately calculated to 46×102 cm2V−1s−1, 21×102 cm2V−1s−1 and 2×102

cm2V−1s−1. The corresponding expression is as follows:

µ = 2e~3C

3kBT |m∗|2E2
1

(5.6)

In this expression C is defined as C = [∂2E/∂δ2 ]/S0. E refers to the total energy of the system, δ

is the applied uniaxial strain, and S0 is the area of the optimized vdW HTS. m* is the effective
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mass, expressed as m* = ~2 (∂E/∂ k 2)−1. T represents temperature, and E1 is the deformation

potential constant that is defined as ∆E = E1(∆l/l0 ). Here, ∆E is the energy shift of the band

edge position with respect to the lattice strain ∆l/l0. The energies of the band edges (CBm or

VBM) are obtained with vacuum level as the reference.

Moreover, we have also estimated their exciton binding energy which showed comparatively

smaller exciton binding energy of vdW HTSs as compared to that of MoS2 and MoSSe mono-

layers. However, the value D is an indicative approach and should not be considered as the

sole criteria for any deductions. The future scope definitely lies in the carrier dynamics to

understand the excitonic physics in these materials.

5.2.4 Absorption spectra

Figure 5.9: Imaginary part of dielectric function vs. energy plot depicting the optical response

of the vdW HTS configurations I, II and III by G0W0@HSE06. Here, the arrow indicates the

initial peak position that is associated with the absorption onset.

Optical response is amongst the important parameters involved in constructing the photocat-

alytic devices. Therefore, we have obtained the same for previously discussed vdW HTSs, that

can be considered for the photocatalytic applications. Fig. 5.9 gives the absorption spectra ob-

tained from imaginary part of the dielectric function as computed by GW method (G0W0@HSE06).

The dielectric function is a frequency dependent complex function (ε(ω) = Re(ε) + Im(ε)) where

the real part (Re(ε)) is computed from the Kramers-Kronig relation and the imaginary part
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Figure 5.10: Absorption spectra of Janus (MoSSe) and monolayer TMDs i.e MoS2, WS2, TiS2,

HfS2 and ZrS2

(Im(ε)) is obtained from the interband matrix elements in the momentum space [223]. Since,

the interband process consists of transitions to the unoccupied orbitals, the Im(ε) gives the ab-

sorption spectra. The first peak will, therefore, indicate the onset of absorption process. We

observe that the vdW HTSs of MoS2/TMD and MoS2/TMO have response in the visible region.

The spectra corresponding to MoSSe vdW HTSs (configuration II and III) have shown minute

blue shift as compared to that of MoS2 vdW HTSs. Further, we observe from Fig. 5.9(b) that

the vdW HTSs with ZrS2 and TiS2 monolayer show red shift as compared to other vdW HTSs

(i.e., Fig. 5.9(a), (c), (d)-(f)). The spectra, thus, indicate the use of MoS2/ZrS2, MoSSe/ZrS2,

MoS2/TiS2 and MoSSe/TiS2 for harnessing the overlap region of Im(ε) with the solar spectrum

in order to construct the photocatalytic devices.

5.2.4.1 Exciton Binding Energy

We have performed mBSE calculations, with an intention to simply compare the exciton bind-

ing energy (Eexc) of vdW HTSs with MoS2 and MoSSe. We have included four valence and

conduction bands for mBSE on top of hybrid functional. However, there is a huge scope in un-

derstanding the excitonic transitions in these systems with different computational approaches.

Presently, considering the Z-scheme application, the smaller Eexc of vdW HTSs as compared to
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MoS2 (or MoSSe) would allow more e− - h+ recombination in vdW HTS thereby facilitating

MoS2 (or MoSSe) for HER.

Table 5.8: Exciton binding energies of vdW HTSs, MoS2 and MoSSe monolayers

MoS2 MoSSe MoSSe/

HfS2(II)

MoSSe/

TiS2(III)

MoS2/

SnO2(I)

MoSSe/

ZrS2(II)

MoSSe/

ZrS2(III)

MoSSe/

SnO2(III)

Eexc (eV) 1.5 1.8 0.44 0.37 1.3 0.42 0.41 1.3

5.2.5 H2O Adsorption

Table 5.9: H2O adsorption on the monolayer surface

BX2 Adsorption Energy (eV) Distance (Å)

WS2 -0.09 2.88

ZrS2 -0.24 2.59

HfS2 -0.23 2.75

TiS2 -0.25 2.74

T-PtO2 -0.28 2.08

T-SnO2 -0.29 2.31

We have further calculated the H2O adsorption in these vdW HTSs to confirm that the ad-

sorption is supported for further redox reactions. The associated methodology is as per the

following equation:

Eads = E(adsorbed H2O)− E(vdW HTSs)− E(H2O) (5.7)

Here, Eads is the adsorption energy (Table 5.9) of the H2O on the vdW HTSs; E(adsorbed H2O)

is the energy of the vdW HTSs with adsorbed H2O, E(vdW HTSs) is the energy of the vdW

HTSs and E(H2O) is the energy of the water molecule. From the Table 5.9 we observe, H2O is

physisorbed in the system and its binding strength in all the monolayers is higher than that in
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case of WS2. Also, the transition metal oxides show higher binding strength than the transition

metal dichalcogenides. The data supplements the analysis for considering the monolayers for

Z-scheme photocatalysis.

In addition, we have calculated the Gibb’s free energy change (∆G) of the intermediate in the

HER as per the expression:

∆G = ∆E + ∆Ezpe − T∆S (5.8)

where ∆E is the intermediate adsorption energy on the vdW HTSs, ∆Ezpe and ∆S represent

the difference of the zero-point energy and the difference of entropy between the ground state

and the adsorbed system, respectively. T is the temperature, herein considered as 300K. The

HER diagram along the reaction pathway H+ + e− → H* → 1/2 H2 is illustrated in the Fig.

5.11. Here, H* represents the adsorbed intermediate. Under the consideration of pH = 0 and

Standard Hydrogen Electrode (SHE) potential of 0 V the H+ + e− is equivalent to the 1/2 H2.

Figure 5.11: The HER reaction free energy diagrams on monolayer and vdW HTSs at an

electrode potential ESHE = 0 V and pH = 0. At zero potential, (H+ + e− ) can be expressed as

1/2 H2.

Now, upon systematically revisiting all the aforementioned factors, we have observed vdW

HTSs to be type II with their work function being affected by the interfacial potential differ-

ence. This further influences the charge separation. Another point is that the smaller conduction

band offset between the two monolayer systems would promote efficient charge separation at
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the interface [224]. Therefore, in reference to Fig. 3, with comparatively large difference in

two conduction band levels along with type II alignment, the consideration for interlayer re-

combination in vdW HTSs for Z-scheme process seems plausible. Effective mass being the

important factor for the same, we have indicated the recombination probability by the effec-

tive mass ratio (D). Since, the approach is qualitative we have included the results of optical

response, H2O adsorption and HER , that implies MoSSe/HfS2, MoSSe/TiS2, MoS2/T-SnO2,

MoSSe/T-SnO2, MoS2/ZrS2 and MoSSe/ZrS2 as probable Z-scheme photocatalysts. We have,

in addition, complied to the inferences with the study of optical response, carrier mobility, H2O

adsorption and HER.

5.3 Conclusion

An exhaustive study has been undertaken for understanding different MoS2 and MoSSe based

vdW HTSs. As per the band edge alignment, it is observed that these vdW HTSs does not fa-

cilitate the normal photocatalytic process as they do not straddle the redox potential. However,

these are predicted to be implementing the natural photocatalysis by Z-scheme. The band edge

alignment of the MoSSe vdW HTSs has inferred large band gap in configuration III than in case

of configuration II. This has been attributed to the additional anionic potential gradient due to

Se atomic layer at the interface in configuration II. The recombination rate as implicated by

the effective mass ratio (D) have corroborated the MoSSe/HfS2, MoSSe/TiS2, MoS2/T-SnO2,

MoSSe/T-SnO2, MoS2/ZrS2 and MoSSe/ZrS2 as favourable Z-scheme photocatalyst. The ab-

sorption spectra further confirms the response of these vdW HTSs and hence, their applicability

in the photocatalytic devices. Finally, the H2O adsorption and HER indicates their interaction

with water, thus, helping in the photocatalytic process.



CHAPTER 6

Hydrogen evolution reaction in acidic media for

MoS2/BP and MoSSe/BP van der Waals

heterostructure

6.1 Introduction

The availability of clean and renewable energy source governs the tenable development. In-

novation in systems like fuel cells, metal-air batteries and water electrolysis positively impacts

the environment [225]. The cleanest alternative for the same is the molecular hydrogen (H2)

and hence, in the present context, we consider materials that support its production [226, 227].

The electrochemical reactions that are in sync with the clean environment aim involve hydro-

gen oxidation reaction (HOR), oxygen reduction reaction (ORR), hydrogen evolution reaction

(HER) and oxygen evolution reaction (OER) [228]. The former two are associated with fuel

cells, while the latter two are associated with water splitting or water electrolysis. There exists

wide range of materials that can catalyze these electrochemical reactions by photocatalytic or

electrocatalytic pathways [229, 230, 231]. The present work focuses on HER by the electro-

catalysts. HER requires large overpotential to be initiated, and therefore catalysts are required

to lower the overpotential [232]. In this respect, Pt has established itself to be an efficient cat-

alyst [233]. However, its high cost and low abundance have urged the scientific community to

find new materials for catalytic applications [234]. In fact, any heterogeneous catalysis under

periodic boundary conditions faces the challenge of possessing an apt catalytic material that

decreases the reaction barrier [235].

HER can occur in both acidic and alkaline media. In either of the media, the reaction steps

follow (i) adsorption of H, (ii) its reduction and (iii) desorption as H2 [236]. Now, HER has

been reported to have sluggish kinetics in alkaline media with ambiguous active sites [237].

104
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Since the electrolytic reactions at the electrode are acidic, we are focusing on the acidic media

in the present study. The adsorption step is very fast and is termed as the Volmer step [42]:

Volmer reaction (fast): H+ + e−→ Had

The subsequent steps take place either as Tafel or Heyrovsky paths.

Tafel reaction: 2Had → H2

Heyrovsky reaction: Had + H+ + e−→ H2

As previously mentioned, the concept is to obtain material for the reaction that does not include

Figure 6.1: (Color online) HER Steps: Volmer is the adsorption step, and Tafel/Heyrovsky is

the evolution step.

precious metals like Pt. The literature has shown the transition metals (Fe, Ni, Co), carbides,

metal oxides (RuO2, IrO2), graphene, non-layered 2D materials, metal–organic frameworks

(MOFs) and transition metal dichalcogenides (TMDs) as effective HER catalysts [238, 236,

239, 232, 240, 241, 242]. We restrict our study to the 2D materials that showcase quantum

confinement effects with increased carrier mobility and large surface area [243, 244, 245]. This

results in their increased catalytically active sites. The monolayer TMDs (in place of graphene)

have established themselves as a potent material with optimal band gap suitable for optoelec-

tronics, photocatalysis and electrocatalysis [246, 247, 171, 172, 173, 85]. In addition, due

to their flexibility, these are widely studied for flexible electronic devices. Literature has re-

ported their use as catalysts for HER, especially on the surface of 1T′-MoS2 and edge sites of

2H-MoS2 [248, 249]. MoS2 being acid-stable is an added advantage [250]. Furthermore, its

heterojunctions have also shown promising HER catalytic behaviour [251, 84, 252, 237]. It is

pertinent to mention here that the tunability of 2D materials for specific applications is preva-

lent by defect engineering, strain engineering, stacking order, external field implementation,

alloying and forming heterojunctions [253, 254, 255, 256, 257]. Amongst them, formation of

heterojunctions with van der Waals forces in between the constituent monolayers are classified
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under van der Waals heterostructures (vdW HTSs). These have proved a real boon to the field

of work because the constituent monolayers retain their properties simultaneously with their

combined vdW HTS properties [258]. In addition, the electronegativity difference between the

constituent monolayers actuates electron transfer, thereby affecting the HER [259]. Even if the

constituent monolayers have inactive sites, the resulting vdW HTS can be obtained as an active

electrocatalyst due to an inbuilt electric field at the interface [41].

Presently, we explore Boron Phosphide (BP) monolayer, MoS2/BP and MoSSe/BP vdW HTSs

for HER. Recent works have reported vdW HTSs with BP instead of graphene as it has a similar

single atomic layered hexagonal structure, however, along with a band gap [260]. BP mono-

layer has been reported with low carrier effective mass, high carrier mobility, good mechanical

strength, and stability in water environments [261, 262]. Since the lattice parameter of MoS2

and BP is similar, the MoS2/BP vdW HTS becomes a plausible system with minimal lattice

mismatch [263]. BP monolayer has also been synthesized experimentally [264]. In addition,

since Janus (MoSSe) has established itself with more catalytically active sites than MoS2, we

have also analyzed MoSSe/BP vdW HTS. Any prior investigations for HER on these systems

are hitherto unknown; hence we have considered these systems for our work.

The aforementioned HER reaction path should be accounted for the proton and electron free

energies [265]. These are incorporated by the computational hydrogen electrode model as

proposed by Norskov et al. [42]. The model caters to the fundamental problem of large-scale

calculation of a real system along with electrolyte by following the electrochemical double

layer approach rather than external charge formation. The underlying approximation considers

solvated proton upto first bilayer. Until now, no study has been reported with the analysis of

vdW HTSs by computational hydrogen electrode model for HER in acidic media to the best

of our knowledge [266]. We have initially discussed the stacking configuration and electronic

structure. Subsequently, the computational hydrogen electrode model is discussed. Thereafter,

Tafel and Heyrovsky reaction paths are analyzed. Finally, we discuss the electrode potential,

and the reaction and activation energies.

6.2 Methodology

The first-principles based density functional theory (DFT) calculations have been employed

in the present work [27, 129, 130, 131, 136, 137]. The associated code chosen is Vienna
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ab initio simulation package (VASP) [141, 63, 132] with projector augmented wave (PAW)

pseudopotentials using plane wave basis. The generalized gradient approximation (GGA) that

accounts for the exchange-correlation (xc) interaction amongst electrons is incorporated by

PBE xc functional (as proposed by Perdew-Burke-Ernzerhof (PBE) [163, 138]). The Brillouin

zone (BZ) sampling of 2 × 2 K-mesh is used for conjugate gradient minimization with an

energy tolerance of 0.001 meV and the force tolerance of 0.001 eV/Å. The intermediate, initial

and final energetics are obtained by the BZ sampling of 6× 6 K-mesh. The plane wave cut-off

energy is set to 500 eV. All the structures are built with 20 Å vacuum that avoids the electrostatic

interactions among the periodic images. The two-body Tkatchenko-Scheffler vdW scheme has

been employed for obtaining optimized structures [124, 125]. This is an iterative scheme based

on Hirshfeld partitioning of the electron density. We have employed climbing-image nudged

elastic band (CI-NEB) method to obtain minimum energy path for HER [164, 165]. Note that

we have not explicitly considered entropic calculations, as in approximation of solvated proton

on first layer, 0.2 - 0.3 eV can be added all along the energetics [42]. In reference to the previous

literature, we have not included the spin-orbit coupling (SOC) in our calculations [199, 209,

210].

6.3 Results and Discussions

6.3.1 Heterostructure

The present work features BP monolayer, MoS2/BP and MoSSe/BP vdW HTSs for HER as-

sessment. The lattice parameter of BP monolayer is 3.20 Å and that of MoS2 is 3.16 Å.

Since the lattice mismatch between them is less (1.2% as obtained by (l(MoS2) - l(BP))/l(BP),

where l(MoS2) and l(BP) is the lattice constant of MoS2 and BP, respectively), the correspond-

ing MoS2/BP vdW HTS formed is commensurate [213]. Its corresponding structural, elec-

tronic and optical properties are obtained by unit cell configuration (Fig. 6.2- 6.5), whereby,

MoS2/BP and MoSSe/BP form type 1 and type 2 alignment and it corroborates with the prior

research [267, 263]. In case of MoSSe/BP, BP contributes to the CBm (Conduction Band Min-

imum) and MoSSe contributes to the VBM (Valence Band Maximum).

The optical properties have also been calculated by the GW approach (Many Body Perturbation

Theory (MBPT)). Fig. 6.4 shows the optical response using GW@BSE method that calculates

the dielectric function. This is a complex function where the expression for interband process is
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the imaginary part thereby giving the absorption spectra. The real part (Re(ε)) is deduced from

the Kramers-Kronig relation. We observe both the vdW HTSs (MoS2/BP and MoSSe/BP) hav-

ing response in the visible region. We have calculated the exciton binding energy (Eexc) using

the Bethe-Salpeter Equation. We observe small Eexc that indicates its applicability in photo-

electrochemical processes.

Note that, initially, two stacking styles (Fig. 6.2 (a) and (b)) between the constituent monolay-

ers were considered, wherein the stacking corresponding to Fig. 6.2 (b) has minimum binding

energy [251]. Therefore, we have proceeded with this stacking in our work.

Figure 6.2: (Color online) (a) and (b) Top view of MoS2/BP vdW HTS stacking configurations,

(c) and (d) Side view of minimum energy stacking configuration for MoSSe/BP and MoS2/BP

vdW HTSs, respectively, (e) 3×3 supercell of BP monolayer schematic with 1/3 H+ conc. i.e.,

1 H+/3H2O, (f) Water molecule orientations of Hup, Hdown and Hneutral. Buckling on BP can be

observed at the Hads site.
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Figure 6.3: (Color online) (a) Type II bandstructure obtained for MoSSe/BP vdW HTS; (b)

Type I bandstructure obtained for MoS2/BP vdW HTS. (xc functional: PBE)

Figure 6.4: (Color online) Exciton binding energy obtained for MoS2/BP and MoSSe/BP vdW

HTS.

We have obtained the binding energies per atom (BE) and work of adhesion (Wad) for each

bilayer model (MoS2/BP and MoSSe/BP) with the supercells of 2×2, 3×3, 4×4, 5×5 and

6×6. The equation for work of adhesion is as follows:

Wad = EBP − EMoS2 − EMoS2/BP

2A

The values are consistent with all the cases as observed in the Table 6.1.
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(a) MoS2/BP (b) MoSSe/BP

Figure 6.5: Phonon dispersion plots

Table 6.1: BE and Wad for MoS2/BP and MoSSe/BP with and without H+ in water layer.

System BE/Wad

2×2 eV 3×3 eV 4×4 eV 5×5 eV 6×6 eV

MoS2/BP -0.047/-0.014 -0.048/-0.014 -0.048/-0.015 -0.048/-0.016 -0.048/-0.016

MoSSe/BP -0.050/-0.015 -0.051/-0.015 -0.051/-0.015 -0.051/-0.015 -0.051/-0.015

The planar averaged charge density difference ∆ρ is calculated by:

∆ρ = ρ(vdW HTSs)− ρ(MoS2 or MoSSe)− ρ(BP) (6.1)

where ρ(vdW HTSs), ρ(MoS2), ρ(MoSSe) and ρ(BP) are the charge densities of the vdW HTS,

monolayer MoS2, monolayer MoSSe and monolayer BP, respectively.

Fig. 6.6 shows the planar averaged charge density plot and the corresponding electrostatic po-

tential plot for MoS2/BP with 1 solvated H+. The electrostatic potential plot explains the elec-

trostatic potential corresponding to each atomic layer. We observe significant charge transfer

at the BP and water interface.
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(a) vdW HTSs (b) with 1 H+

Figure 6.6: Phonon dispersion plots

6.3.2 HER Study

Now, we advance on HER study, for which we have constituted 2×2, 3×3 and 4×4 supercells.

The former being smaller restricts the proton concentration (conc.) variability, therefore we

need larger supercells. In view of this, we are analyzing 2 × 2 supercell along with 3 × 3

and 4 × 4, because unlike monolayer, the vdW HTS with further large supercell size becomes

computationally demanding. The subsequent paragraphs discuss the concepts of coverage and

proton conc. for clarity.

The first step is to obtain the coverage that gives ∆GH ' 0 for our study. The number of

adsorbed hydrogen (Hads) per surface atoms is defined as the coverage. ∆GH is the free energy

of atomic hydrogen adsorption and is expressed as:

∆GH = ∆EH + ∆EZPE − T∆SH

where,

∆EH = E[nH]− E[(n-1)H]− 1/2E[H2]

In the aforementioned equations, ∆EH is the hydrogen binding energy on the surface of vdW

HTS, E[nH] (or E[(n-1)H]) is the energy of the configuration with n (or n-1) number of Hads,

∆EZPE is the zero-point energy of Hads and ∆SH is the entropy of H2 in the gas phase. At 298

K, ∆EZPE − T∆SH = 0.25 eV is well established in literature [250].

We observe 2 × 2 supercell with 25% H coverage (2Hads per 8 surface atoms) and 3 × 3

supercell with 11% H coverage (2Hads per 18 surface atoms) with ∆GH equal to -0.024 eV and

0.049 eV, respectively. We have deduced these coverages after trials upto 38%. The 4 × 4
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Figure 6.7: (Color online) 2×2 supercell of BP monolayer showing (a) Tafel reaction path and

(b) Heyrovsky reaction path. 3× 3 supercell of BP monolayer showing (c) Tafel reaction path

and (d) Heyrovsky reaction path.

supercell shares the same coverage and H+ conc. as in the case of 2 × 2 supercell. We have

chosen consecutive B and P atomic sites for Hads as this configuration was found to be the most

stable. Also, we observed buckling at the site of Hads (Fig. 6.2 (f)).

We now discuss the optimized systems consisting of water layer (water-solid interface with 3

Å thick water layer) without and with solvated protons (i.e., H+). Fig. 6.2 (e) shows the BP

monolayer (2Hads) with H+ in 3 × 3 supercell. Note that the H+ is in the form of hydronium

(H3O) in the water layer. 2 × 2 supercell is a small supercell and therefore, only 1 H+ is been

considered. However, the corresponding H2O molecules in the water layer are varied, thereby

constituting 1/3 (i.e., 1 H+/3H2O) and 1/4 (i.e., 1 H+/4H2O) H+ conc. The configuration

corresponding to 3× 3 supercell size has been studied for 1/8 (i.e., 1 H+/8H2O) H+ conc. The

4× 4 supercell size with 12 and 16 H2O has been studied for 1/3 and 1/4 H+ conc. The water

orientation (Fig. 6.2 (f)) over the Hads species is flat and Hup orientation is usually seen on

the topmost layer. Further, all H2O molecules are not Hdown, rather, they are at some angular

orientations other than strict Hup and Hdown configurations. These orientations are essential

because the electrostatic potential, as seen from the solid surface, also depends on the same.

The stability of the vdW HTS along with water layer orientation is established by the similar
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profile of radial distribution plot at 0K and 300K (Fig. 6.8). The radial distribution function

Figure 6.8: (Color online) Radial distribution function of MoS2/BP at two different tempera-

tures T= 0K and T= 300K.

here indicates the structural similarity of the MoS2/BP with water layer at 0K and 300K. The

water orientation thus obtained corroborates with the initial optimized configuration.

6.3.3 Tafel Reaction Step

Fig. 6.7(a) and 6.7(b) give Tafel and Heyrovsky reaction steps, respectively on the BP mono-

layer. This corresponds to the 2 × 2 supercell with 3 H2O molecules and 1/3 H+ conc., re-

spectively. The BP monolayer acts as a reference to analyze the reactions for the MoS2/BP

and MoSSe/BP vdW HTSs. Here, we observe a reaction barrier in Heyrovsky reaction step

(1.19 eV) and not in case of the Tafel reaction step. The reaction steps for 3× 3 supercell and

1/8 H+ conc. are given in Fig. 6.7(c) and 6.7(d), whereby the Tafel reaction steps show no

barrier and Heyrovsky reaction steps show reduced reaction barrier as compared to that in 2×2

supercell. Further, we first discuss the Tafel reaction step analysis for the vdW HTSs. Fig. 6.9

highlights the Tafel reaction step on the MoS2/BP ((a) and (c)) and MoSSe/BP ((b) and (d))

vdW HTSs. Firstly, no significant difference is observed between MoS2/BP and MoSSe/BP

vdW HTSs for 2 × 2 supercell. The overview of the Tafel reaction analysis is consistent with

Tafel being surface reaction, thereby, less or no observed reaction barrier. We observed that the

minimum energy profile in Tafel reaction is not continuously decreasing; instead, a slight hump

is present. This corresponds to the buckling in the BP monolayer. As previously mentioned,
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Figure 6.9: (Color online) (a)-(f) Tafel reaction path (upper row) on MoS2/BP and MoSSe/BP

vdW HTSs for 2 × 2, 3 × 3 and 4 × 4 supercell. (g)-(l) Heyrovsky reaction path (lower row)

on MoS2/BP and MoSSe/BP vdW HTSs for 2× 2, 3× 3 and 4× 4 supercell.

the site of Hads is buckled with respect to other sites, and during the H2 evolution process, the

corresponding BP site adjusts itself to the planar configuration (Fig. 6.10). Note that BP surface

is considered for the reaction analysis as basal plane of MoS2 is not catalytically active.

Now, the Tafel reaction path discussed in manuscript is for two adjacent H-atoms desorption

as a molecular H2. We have also performed the calculations on the 2×2 supercell to check

the sites and the corresponding activation barrier (Volmer step). The first step consists of the

transfer of H+ to H adsorbed at P (HadsP ) or B (HadsB) site, where the HadsB shows less barrier

than HadsP . The second step is the H adsorption when the surface already has Hads at any other

site. In case of second HadsB, with already existing HadsP we obtain a barrier in the range

0.05 eV - 0.08 eV. However, when the HadsB precedes HadsP , the final structure is at a higher

ground energy state than the initial structure. Hence, this reaction path is not possible. The

aforementioned observation is for both MoS2/BP and MoSSe/BP vdW HTSs (Fig. 6.11 ).
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Figure 6.10: (Color online) Tafel (upper row) and Heyrovsky (lower row) reaction profile snap-

shots on 3× 3 BP surface.

Figure 6.11: (Color online) Volmer reaction path for Hadsorbed at P site ((a) and (d)), B site ((b)

and (e)) on MoS2/BP and MoSSe/BP vdW HTSs. (c) and (f) H+ adsorbed on P site along

already H adsorbed on B site.

6.3.4 Heyrovsky Reaction Step

Unlike Tafel, the Heyrovsky reaction step is not a pure surface reaction. It involves charge

transfer, thereby affecting the reaction barrier and Fig. 6.9 (e)-(h) substantiates the same. We

have observed reduction in reaction barrier in the vdW HTSs as compared to that in BP mono-

layer (Fig. 6.7 and Fig. 6.9). The 4×4 supercell configuration puts forth lowest reaction barrier

amongst three supercell configurations. The MoS2/BP and MoSSe/BP demonstrates this re-

duction from 0.43 eV (Fig. 6.9 (g)) to 0.08 eV (Fig. 6.9 (k)) and 0.28 eV (Fig. 6.9 (h)) to 0

eV (Fig. 6.9 (l)), respectively. Apart from previously discussed, we also considered the 4 × 4
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supercell corresponding to the 15.6% H coverage (5Hads per 32 surface atoms) with ∆GH equal

to 0.026 eV and 1/3 H+ conc., for the Heyrovsky reaction step. In this case, 0.09 eV reaction

barrier is observed for MoS2/BP, whereas MoSSe/BP showed 0 eV. Further, we observe signifi-

cant change in case of MoSSe and this may be attributed to the combined effect of the coverage

and the electronegativity difference within the MoSSe layer that affects the charge transfer at

the interface.

Apart from the factors that are discussed above, there are structural parameters that affect the

reaction steps. The H bonds in H3O+ stretch before combining with the Hads. At the transition

state, H2 is formed. After that, the atoms adjust themselves to low energy configuration. After

the intermediate step, the B and P atoms adjust, corresponding to Hads, along with the other

H2O molecules. As in the Tafel scenario, the steps post H2 formation optimize the H2 molecule

in the water layer. The reaction barrier, therefore, depends on the buckling in the monolayer,

the water molecule’s orientation, and the coexisting water molecules with H+ (Fig. 6.10).

Finally, we discuss the Heyrovsky reaction in MoS2/BP for 1/4 H+ conc. in the cases of

Figure 6.12: (Color online) Heyrovsky reaction path for MoS2/BP vdW HTS with 1/4 H+ conc.

in (a) 2× 2 supercell, (b) 3× 3 supercell and (c) 4× 4 supercell.

2× 2 (i.e., 1 H+/4H2O), 3× 3 (i.e., 2 H+/8H2O) and 4× 4 (i.e., 4 H+/16H2O) supercells. We

observed reaction barrier decreases from 0.43 eV (Fig. 6.9 (g)) to 0.09 eV (Fig. 6.12 (a)),

0.44 eV (Fig. 6.9 (i)) to 0 eV (Fig. 6.12 (b)) and 0.08 eV (Fig. 6.9 (k)) to 0 eV (Fig. 6.12

(c)) in 2× 2, 3× 3 and 4× 4 supercells, respectively. This indicates that high coverage prefers

low H+ conc. and vice versa for reduction in reaction barrier. Note that till now we discussed
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the H2 evolution that includes H+ and HadsB. The trend with supercell size is same in case of

HadsP as well (Fig. 6.13 and 6.13). However, for a particular supercell the reaction barrier for

the latter is smaller than the former, indicating that H+ would initially prefer combining with

HadsP . We correlate this with the overpotential of the reaction, as discussed in the following

section. Overpotential is the difference between the experimentally obtained reaction potential

and the electrode potential. The electrode potential is analyzed only in the Heyrovsky reaction

as it involves proton transfer. Therefore, this affects the work function and the potential at

which the reaction takes place.

Figure 6.13: (Color online) Heyrovsky reaction path for Hadsorbed at P site on MoS2/BP vdW

HTSs for (a) 2× 2, (b) 3× 3 and(c) 4× 4 supercell.

Figure 6.14: (Color online) Heyrovsky reaction path for Hadsorbed at P site on MoS2/BP vdW

HTSs for (a) 2× 2, (b) 3× 3 and(c) 4× 4 supercell for 1/4 H+ conc.
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6.3.5 Electrode Potential

The electrode potential (U) of the slab is reported relative to the normal hydrogen electrode

(NHE):

U = φ− φNHE

Here φ (Evac - Efermi) is the work function, and φNHE is taken to be 4.44 eV[42, 268, 250]. The

work function depends on the surface H coverage, the thickness or number of water bilayers,

the water molecule orientation, and the system size.

Figure 6.15: (Color online) Electrostatic potential plot of MoS2/BP and MoSSe/BP vdW HTSs

depicting water layer with and without H+. (a) and (b) 3 × 3 supercell with 1/8 H+ conc. and

8 H2O molecules.

In small systems (here 2× 2), the range of electrode potential analysis is limited to a few H+

conc. considerations. Fig. 6.15 presents the electrostatic potential plot where we have deduced

the work function of 3 × 3 MoS2/BP and MoSSe/BP. The same for 2 × 2 and 4 × 4 is shown

in Fig. 6.16 and 6.17. The potential drops are evident in Fig. 6.15, with a significant drop

at the interface of BP and the water layer. The values of U corresponding to water layer with

and without H+ are reported in Table 6.2, which are in the range of -2.5 V to 1.3 V. We have

incorporated dipole corrections as the vdW HTSs with two different surfaces maintain two po-

tentials. Moreover, the Hads and, therefore, the coverage affects the dipole-dipole interactions.

As a result, we report the two values of U, i.e., U1 and U2, corresponding to two vacuum levels

of Evac_1 and Evac_2, respectively.
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Table 6.2: Electrode potential (U) of MoS2/BP and MoSSe/BP with and without H+ in water

layer.

vdW HTSs With H+ Without H+

U1 (V) U2 (V) U1 (V) U2 (V)

MoS2/BP (2×2) -2.31 0.48 1.04 0.70

MoSSe/BP (2×2) -1.83 1.07 -0.68 1.31

MoS2/BP (3×3) -2.09 -0.05 -0.09 0.84

MoSSe/BP (3×3) -2.55 0.90 -0.79 1.19

MoS2/BP (4×4) -2.12 0.39 -0.20 -0.75

MoSSe/BP (4×4) -2.08 1.02 1.27 1.27

Figure 6.16: (Color online) (a) Electrode potential for 2 × 2 MoS2/BP with and without H+

corresponding to 1/3 proton concentration and 3 H2O, respectively. (b) Electrode potential for

2 × 2 MoSSe/BP with and without H+ corresponding to 1/3 proton concentration and 3 H2O,

respectively. (c) Electrode potential for 2× 2 MoS2/BP with and without H+ corresponding to

1/4 proton concentration and 4 H2O, respectively.

As previously discussed the dependence of φ on water orientation, we have explicitly opti-

mized the Hdown configuration for H2O molecules. The Heyrovsky reaction path for the same

in MoS2/BP and MoSSe/BP 3×3 supercells can be seen in Fig. 6.18 (a) and (b). The obtained

barrier is reduced as compared to the 2 × 2 supercells of MoS2/BP, MoSSe/BP and 3 × 3 su-

percell of MoS2/BP. The corresponding electrode potential is also reported in Fig. 6.18 (c) and

(d).
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Figure 6.17: (Color online) (a) Electrode potential for 4 × 4 MoS2/BP with and without H+

corresponding to 1/3 proton concentration and 12 H2O, respectively. (b) Electrode potential for

4× 4 MoSSe/BP with and without H+ corresponding to 1/3 proton concentration and 12 H2O,

respectively.

Figure 6.18: (Color online) (a) and (b) Heyrovsky reaction step for MoS2/BP and MoSSe/BP

vdW HTS in 3 × 3 supercell with 1/8 proton concentration (c) and (d) Electrostatic potential

plot of MoS2/BP and MoSSe/BP vdW HTSs depicting water layer with and without H+ in 3×3

supercell with 1/8 proton concentration and 8 water molecules, respectively.
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(a) 3× 3 MoS2/BP (b) With Hdown

Figure 6.19: Initial and final configuration of 3 × 3 MoS2/BP for Heyrovsky reaction water

layer orientation.

Now, we progress towards the extrapolation approach to cater the problem of potential change

from initial to final in case of proton transfer Heyrovsky reaction. In this approach, we obtain

reaction energies and activation energies of system with different supercell sizes and H+ conc.

The former represents the energy difference between initial and final states, while the latter is

the amount of energy required to overcome the reaction barrier.

Thereafter, we obtain ∆ER and Ea vs ∆U plot. The ∆U signifies change in electrode poten-

tial from initial to final. Moreover, the change in U1 (corresponding to water layer potential)

is significant as compared to the change in U2 (corresponding to MoS2 layer potential). The

potential drop and charge transfer would accordingly affect the U1 and U2. Hence, the reaction

taking place at BP layer surface is crucial and we must consider U1 for our analysis of electrode

potential. Therefore, the ∆U represented in the plot is corresponding to the U1. On extrapo-

lating the ∆ER to ∆U = 0, we obtain -1.24 eV. The negative value indicates the spontaneity of

the Heyrovsky reaction step. In case of positive ∆ER, the Heyrovsky reaction would have been

the rate determining step. The corresponding Ea is obtained at 0.05 eV. Hence, on comparing

vdW HTS with monolayer, the synergistic effect of the two layers play role in affecting the
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Figure 6.20: (Color online) Variation of (a) reaction energy (∆ER = Efinal − Einitial) and

(b) activation energy (Ea), of configurations with respect to the change in electrode potential

(∆U = U1initial − U1final) from initial to final.

overpotential and hence the reaction mechanism.

Now, we revisit the observations systematically. The HadsB shows lower ground state energy

and reaction barrier than the HadsP . Also, we obtain a barrier in the range 0.05 eV - 0.08 eV

when HadsP precedes the HadsB at the surface. The vice versa observes higher ground state

energy of the final structure state than the initial structure. Therefore, though the Tafel reaction

path shows no reaction barrier, above mentioned proton transfer (Volmer step) is restricted on

sites. Subsequently, for the Heyrovsky reaction path, we observe the lower barrier for H2 evo-

lution that includes H+ and HadsP . Hence, the extrapolated Heyrovsky Ea of 0.05 eV further

indicates the Heyrovsky reaction path to be plausible.

6.4 Conclusion

In summary, we have modelled a dynamically stable MoS2/BP and MoSSe/BP vdW HTSs.

They have been studied for HER by computational hydrogen electrode model. The optimized

structure with the water layer showed a significant potential drop at the surface-water interface.

The electrostatic potential is further affected by the proton solvated in water layer and the Hads

constituting coverage over the surface. 2×2, 3×3 and 4×4 supercells with 25%, 11% and 25%

H coverage have been deduced for the calculations. Firstly, the MoS2/BP and MoSSe/BP vdW

HTSs show reduced barrier height for both Tafel and Heyrovsky reactions in comparison to the
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BP monolayer. Tafel reaction, being a surface reaction does not require charge transfer, herein

corroborates with no or less barrier observed in the MoS2/BP and MoSSe/BP vdW HTSs. The

analysis of H adsorption at B and P sites, infers HadsB with lower ground state energy. The

second Volmer step restricts the path of HadsB preceding the HadsP . In case of Heyrovsky

reaction, reduced reaction barrier has been reported for HadsP . Further, there is no significant

difference between the MoSSe/BP and MoS2/BP vdW HTS, as observed from the minimum

energy reaction paths, except in the case of 11% coverage of MoSSe/BP with no reaction

barrier. Hence, the MoSSe based vdW HTS has shown Heyrovsky reaction favoured HER for

low coverage. On comparing the supercells (and hence different coverages) with respect to the

same H+ conc., we observe high coverage to favour low H+ conc. and vice versa for reduced

reaction barrier. Finally, as per the extrapolation approach for ∆ER vs ∆U, the Heyrovsky

reaction mechanism is established as favourable.



CHAPTER 7

Epilogue and outlook

The MoS2 monolayer exhibits atypical optical, electrical, and mechanical properties. Its elec-

trical and optoelectronic properties can be adjusted to meet various needs because of its tunable

band gap. Moreover, defects, strain, and vdW HTSs further affect the properties, and under-

standing the same is crucial. In this thesis, we have observed the effect of defects and van der

Waals heterostructure on the optical and catalytic properties.

The defect engineering on a monolayer for eliminating or inducing a defect depends on the

applicability in various fields, viz., electrochemical reactions, spintronics, and semiconductors.

The thermodynamic stability of defects is requisite for the analysis. In addition, the polariza-

tion that results in van der Waals interaction affects the free energy of formation. The change

is more pronounced in monolayers than in bulk. We have modeled eight native point defect

configurations consisting of vacancies (Mo, S, and S2) and antisites (SMo, S2Mo , MoS, MoS2 and

2MoS2). The exhaustive study undertaken has indicated the accurate experimental correlation

with the defect configuration obtained by hybrid functional and many-body dispersion. The

plausible defect configurations of V−2
S , V−2

Mo, S−2
Mo, V+2

S , V+2
Mo and S+2

2Mo
are also significant at the

finite temperatures. In addition, the applicability of S−2
Mo and S+2

2Mo
can be extended to the opto-

electronics due to red shift in their optical response as compared to that of pristine. Moreover,

the device industry can utilize the prominence of point defects in p-type MoS2 monolayer along

with the naturally known defect states in n-type.

The layered 2D vdW materials are versatile in terms of tunability and applicability. These, too,

can be utilized for negative differential resistance (NDR). The NDR effect is the phenomenon

where the device current decreases with the increase in applied bias voltage. Leo Esaki first

observed this in the tunnel diode, i.e., heavily doped germanium p-n junction. The thin-film-

based devices for observing the effect are an active area of study. Moreover, proton conductors

have potential in the occurrence of the effect where the primary charge carriers here are protons

124
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(H+). The oxidation of water molecules generates O2, H+, and electrons. The electrons thus

produced facilitate the reduction of water molecules. Hence, the protonic conduction mecha-

nism has significance in the NDR effect. This work has thus proposed the generation of H+

due to the bias voltage-induced electrolysis of the adsorbed water molecules in the ambient en-

vironment. The diffusion of H+ is restricted by the broadening of the depletion width, thereby

reducing the device current. The Hirshfeld analysis and minimum energy profile further in-

dicate the stronger binding of OH− ions than the H+ ions at the MoS2 S vacancy sites. This

supports the higher mobility of protons and, thus, the NDR effect. This can be utilized in

NDR-based applications like signal processing, amplifiers, and multi-valued logic devices.

MoSe2, WS2, MoS2 and WSe2 are the most researched TMDs. In an ever-increasing database

of 2D materials, other members of the TMD family, such as ZrS2, HfS2, TiS2, and transition

metal oxides, have gained interest. Further, no photocatalytic study of MoS2 based bilayer vdW

HTSs exists with the combinations above of constituent monolayers. Along with these materi-

als, the Janus materials ( MXY; M = Mo and X, Y = O, S, Se, and Te; X6=Y) have developed

an interest in photocatalysis. Hence, a comparative study is conducted for MoSSe-based vdW

HTSs with the MoS2 based vdW HTSs. These vdW HTSs cannot proceed through the normal

photocatalytic process as their band edges do not straddle the water-splitting redox potential.

However, these have been studied for Z-scheme photocatalytic capability. Initially, we observed

significant band gap differences in MoSSe-based vdW HTSs between the configurations of the

interfacial S atomic layer and Se atomic layer. This is attributed to the anionic potential dif-

ference at the interface for the two configurations. The recombination rate by the effective

mass ratio, exciton binding energy, carrier mobility, and optical response have corroborated

the MoSSe/HfS2, MoSSe/TiS2, MoS2/T-SnO2, MoSSe/T-SnO2, MoS2/ZrS2 and MoSSe/ZrS2

as plausible Z-scheme photocatalyst. Finally, the HER and H2O adsorption explains their in-

teraction with water.

The HER is also widely studied by electrocatalytic pathways. We have modeled the Boron

Phosphide (BP) monolayer, MoS2/BP and MoSSe/BP vdW HTSs. BP monolayer has a single

atomic layered structure with a lattice mismatch similar to MoS2. It has been reported with

stability in water environments, high carrier mobility, and good mechanical strength. Any prior

investigations for HER on these systems are still being determined; hence we have considered

these systems for our work. The optimized structures, along with the water layer, have shown

significant potential drops at the interface of the surface and water. The factors further affect-
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ing the electrostatic potential are the solvated protons in the water layer, the Hads constituting

coverage, and water orientations. The vdW HTSs show reduced barrier height for both Tafel

and Heyrovsky reactions compared to the BP monolayer. The Heyrovsky reaction reports the

reduced reaction barrier in the MoSSe/BP compared to that in MoS2/BP. Subsequently, we

observe a reduced barrier for high coverage low H+ conc. and vice versa. Finally, the extrapo-

lation for ∆ER vs. ∆U established the Heyrovsky reaction mechanism to be plausible.

Among various designing alternatives, we have conducted our study in the field of defect engi-

neering and vdW HTSs. These have been apposite due to significant control upon researcher for

tuning the properties. The present work has exemplified the utilization of TMD-based mono-

layers and vdW HTSs for optical and catalytic properties that can be employed in photovoltaic,

device, and catalytic industries. However, the systems and parameters have the scope of im-

provement. The different stable defect states (point and interfacial defects) and strain require

analysis. These corroborate the synthesis techniques employed, further affecting the scalability

of the monolayer production. Also, many materials in the TMD family still need to be explored.

Often, the selection problem is essential and considerable research is ongoing to build the li-

brary. The parameters that affect the accuracy are large system size, long simulation time, and

sophisticated methodologies like GW, which increase the computational expense. Therefore,

machine learning approaches are attracting interest to predict material properties without ex-

pensive calculations. Overall, the parameters and applicability discussed in the thesis can guide

future endeavors to design TMD-based photovoltaics, devices, and catalytic applications.
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