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Abstract

The ultimate goal of research in heterogeneous catalysis is to engineer the efficient and opti-

mized catalyst for wide range of catalytic processes. The meaningful strategy to find suitable

catalysts is to think what really limits the utility of existing catalysts. Basically, the devel-

opment and rational design of catalytic materials largely depend on the ability to grasp the

knowledge of targeted functionality at atomistic level. Usually, under realistic conditions cat-

alytic materials come into contact with reactive molecules of surrounding phase. This induces

the changes in local structure, composition and morphology of the catalyst. The newly formed

configurations can account for the observed activity of catalyst. Moreover, it is often consid-

ered that an operating catalyst is a static entity or in equilibrium state with surrounding, though

it is in dynamic nature thus situation becomes more elusive under operating conditions. Hence,

complementary in situ modeling is an essential prerequisite to provide the novel insights for

designing promising catalyst. The first principles methods such as density-functional theory

(DFT) combined with concepts from thermodynamics have become stand tools for the accu-

rate description of underlying factors that drive the activity of catalyst in operating conditions.

Therefore, the aim of our work is to design the metal/metal-oxides nanoclusters for catalytic

applications (e. g. C–H bond activation, overall water splitting, reduction and hydrogenation)

and thoroughly explore their electronic and catalytic properties at finite temperature and pres-

sure. Further, the performance of clusters are enhanced by mixing/doping different add-atoms,

charge defect, changing the shape and tunning the morphology of support. The significant

efforts have been dedicated for efficient designing of metastable structures and their role in

catalysts’ performance. The calculations that I have carried out for designing efficient catalytic

materials are: (a) clusters designing via property based cascade genetic algorithm (b) ground

state geometry, electronic structure (c) stability using ab initio atomistic thermodynamics, fun-

damental gap using GW approximation (d) transition state and reaction pathways using the

Nudge Elastic Band method.
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ससर

             ववषम उतपपरर रक मम अननससधसन कस असवतम लकक उतपपरर रक पपरवकपरकसओस कक ववसततत शपरतसखलस कर वलए
            कन शल और अननककवलत उतपपरर रक अवभकसतस करनस हह। उपकनकत उतपपरर रक खखजनर कर वलए ससररक

रणनकवत,               कह सखचनस हह वक वससतव मम ममजकदस उतपपरर रकक कक उपकखवगतस कख ककस सकवमत करतस हह।
 असल मम ,               उतपपरर रक ससमगपरक कस ववकसस और तकर ससगत रचनस कसफक हद तक परमसणन सतर पर लवकत

            कसकरकमतस कर जसन कख समझनर कक कमतस पर वनभरर करतस हह। आमतमर पर,  करसररवसदक पवरवसरवतकक
              मम उतपपरर रक ससमगपरक आसपसस कर चरण कर पपरवतवकपरकसशकल अणनओस कर ससपकर मम आतक हह। कह

   उतपपरर रक कक सरसनकक ससरचनस,           ससरचनस और आकसवरकक मम पवरवतरन कख पपरर वरत करतस हह। नवगवठत
            ककवननगररशन उतपपरर रक कक पवरगवणत गवतवववध कर वलए वजममरदसर हख सकतस हह। इसकर अलसवस, कह

                 अकसर मसनस जसतस हह वक एक पवरचसलन उतपपरर रक एक वसरर इकसई हह कस आसपसस कर ससर ससतनलन कक
  वसरवत मम हह , हसलससवक            कह गवतशकल पपरकत वत मम हह इसवलए पवरचसलन पवरवसरवतकक मम वसरवत कवठन हख

  जसतक हह। अत:,   पकरक "  इन  ’’        सकटक मकडवलसग एक आवशकक शतर हह हखनहसर उतपपरर रक रचनसओ मम
         असतदतरवषट पपरदसन करनर कर वलए। पहलर वसदससत तरककर जहसर घनतव-   कसकसरतमक वसदससत (" ”डकएफटक ),

" ’’            रमखरडसकनसवमकस कक अवधसरणसओस कर ससर वमलकर असतवनरवहत कसरकक कर सटकक वववरण कर वलए
               मसनक उपकरण बन गए हह जख पवरचसलन पवरवसरवतकक मम उतपपरर रक कक गवतवववध कख चलसतर हह ।

इसवलए,      हमसरर कसम कस उदरशक धसतन /धसतन -   आकससइड नहनख समकहक     कख उतपपरर रक अननपपरकखग कर वलए
    रचनस करनस हह (उदसहरण, सक-   एच बससड सवकपरकण,   समगपर जल ववभसजन,   कमक और हसइडपरखजनककरण)

        और पवरवमत तसपमसन और दबसव पर उनकर " ’’        इलरकटपरकवनक और उतपपरर रक गनणक कस पकरक तरह सर पतस
   लगसनस हह । इसकर अलसवस,     समकहक कर पपरदशरन कख  वववभनन जखड-   परमसणनओस कर वमशपरण/डखवपसग, आवरश

दखष,             आकत वत मम पवरवतरन और समररन कक आकत वत ववजसन कख बदलकर बढसकस जसतस हह। " ’’मरटससटरबल
               ससरचनसओस कर कन शल रचनसओ और उतपपरर रक कर पपरदशरन मम उनकक भकवमकस कर वलए महतवपकणर पपरकससक

                 कख समवपरत वककस गकस हह। मह नर कन शल उतपपरर रक ससमगपरक रचनस करनर कर वलए जख गणननसकर कक हह वह
  इस पपरकसर हह : (ए)  गनण आधसवरत    समकहक कक रचनस "   कह सकर ड आननवसवशक एलगखवरथम"    कर मसधकम सर ,

(बक)  "  गपरसउसड  ”सटरट जकखमरटपरक ,   इलरकटपरकवनक ससरचनस,  (सक)  "ऐब-  इसवसकख एटखवमवसटक
रमखरडसकनसवमकस"    कस उपकखग करकर वसररतस, "जक-  डबलक ’’    सवननकटन कस उपकखग करकर  ममवलक असतर

 ओर (डक) "नज़  ’’      इलसवसटक बह ड वववध कस उपकखग करकर पवरवतरन       वसरवतऔर पपरवतवकपरकस पसरवर ।
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CHAPTER 1

Introduction

1.1 A brief introduction to catalysis and historical aspects

The catalyst term was coined in 1835 by J. J. Berzelius to determine the property of materi-

als that facilitate the rate of chemical reactions without itself being consumed in the process

[2, 11]. In 1909, Wilhelm Ostwald received the Nobel Prize for his pioneering work in catalysis

including investigations of the fundamental principles that govern the chemical equilibria and

rates of reaction [12]. Subsequently, in 1912, Paul Sabatier was awarded Nobel Prize for his

work on the hydrogenation of ethylene and CO over Ni and Co catalysts [2, 11]. In 1918, the

Haber process to convert the atmospheric nitrogen and hydrogen into ammonia using a metal

catalyst began the true revolution in catalysis industry [13]. Afterwards, Langmuir – Hin-

shelwood mechanism, suggested by Irving Langmuir in 1921 and further developed by Cyril

Norman Hinshelwood in 1926, paved the way to study the catalytic mechanisms [2]. The ad-

vent of spectroscopy, followed by various characterization techniques for catalyst and research

in surface science allowed one to investigate the surface structure, adsorbed species, reactivity

patterns and correlate the catalytic properties with configuration and structure of materials. By

the end of 20th century, computational study became an ultimate tool in this emerging field

which enables to have a deeper insight of rate governing factors viz. shape, size, electronic

structure, metal-support interaction, defects, active sites, reaction path and fundamental prop-

erties of catalyst material at the atomistic level. However, the rational designing of efficient

catalyst is still a long-standing challenge in terms of cost-effective production.

1
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1.2 Applications of catalysts for mankind

In chemical industry, around 85–90 % (see Figure 1.1) of the products are obtained through cat-

alyzed processes [1]. Therefore, catalysts are known as workhorses for many valuable chemical

transformations in industry. The primary aim is to control the rates of reaction to enhance the

chemical processes. This control is generally acquired by a catalyst that can promote a chemi-

cal reaction and determine its selectivity. A catalyst provides an alternative way to carry out the

reaction processes under practically feasible conditions of pressure and temperature. Catalysts

become indispensable tools as they have huge impact in our day to day life:

1. For the production of transportation fuels.

2. Manufacturing the bulk and fine chemicals in industry of chemicals.

3. Preclusion of pollution by suppressing the formation of unwanted byproducts.

4. Remediation of pollution that is produced from automotive and industrial exhaust.

Figure 1.1: (a) The contribution of catalytic processes to the industry and (b) the contribution of hetero-

geneous catalysts in comparison to others [1].

1.3 What is a catalyst?

A catalyst is a substance that accelerate the rate of a chemical reaction, but remains unconsumed

in the process, therefore, at the end of the reaction catalyst can be recovered in its original form

[2]. Traditionally, the catalysts are mainly categorized into three parts:
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1. Homogeneous

2. Heterogeneous

3. Enzymes and biocatalysts

Homogeneous catalysts exist in the same phase as reactants and products. Contrary to this,

heterogeneous catalysts operate in a different phase from the reactants or products. Usually,

catalysts exist in solid phase and reactants in gas phase or liquid form. Enzyme catalysts are

made mainly of proteins. The main advantage of heterogeneous catalysts is that they are eas-

ily separable from the reactants and products and can be reused. In addition, heterogeneous

catalysts are endurable under extreme operating conditions, therefore, heterogeneous catalysts

are preferred in industry for large scale production. The main concern in catalysis is the im-

pact of the catalyst on the rate of a reaction or the product distribution, which is determined

by the relative rates of the elementary steps of reaction path. The rate constant (k) of an ele-

mentary reaction is often expressed by Arrhenius equation. Based on the van’t Hoff equation

(see the appendix for details), Svante Arrhenius in 1889, unified the activation energy and the

Boltzmann distribution law [2, 14]. The Arrhenius equation

k = A× exp
(
− Ea
RT

)
(1.1)

Where, A is the pre-exponential factor (frequency of collisions in the correct orientation), T

is the absolute temperature, Ea is the activation energy for the reaction, R is the universal gas

constant, RT is the average kinetic energy and exp
(
− Ea
RT

)
energy factor. Ea and T affect

the rate of a reaction exponentially. Ea is the maximum energy that is required to start any

chemical reaction and it depends on the nature of the chemical reaction. For an example,

if we perform the same reaction (having higher potential barrier) with and without using the

catalyst [14]. The reaction which occurs in the absence of catalyst has a lower rate because

of high activation energy of path to achieve the product from reactants. But, in the presence

of a catalyst the efficiency or rate of the particular reaction increases substantially (as shown

in Fig. 1.2a and 1.2b); because a catalyst provides an alternative route with a lower activation

energy. It is important to note that catalyst does not reduce the activation energy of a reaction,

rather it provides an easier path for the same. A heterogeneous catalytic reaction involves the

sequence of elementary steps: adsorption of reactants onto a catalyst surface, surface reaction

of adsorbed entities, and finally desorption of products as depicted in Figure 1.2b. Clearly,
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Figure 1.2: (a) Potential energy diagram of a heterogeneous catalytic reaction. (b) The catalyzed reac-

tion comprises a sequence of elementary steps: reactants (A, B) bind to the catalyst, then react to form

the product (P), after that the product liberates from the catalyst so that it can be used for next cycle.

Note that the activation barrier of catalytic path is much lower than the noncatalytic route, thus, the latter

has to overcome a high energy barrier [2].

Figure 1.3: (a) Activation energy on Maxwell Boltzmann distribution. As the activation energy of a

reaction decreases, the number of particles with at least this much energy increases as indicated by

orange shaded area. (b) At a higher temperature, more particles have kinetic energy greater than the Ea,

as illustrated by the red shaded area.

the role of catalyst is providing an alternative path with lesser activation barrier to accomplish

the significant increment in rate of reaction. The significance of lower activation barrier for

a reaction can be understood by Maxwell-Boltzmann distribution by locating the Ea position

as shown in Figure 1.3. To proceed a chemical reaction at a reasonably fast rate, there should
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exist an appreciable number of particles which possess kinetic energy equal or greater than the

activation energy. In Figure 1.3a, only those particles which are represented by the area to the

right of the Ea will react when they collide. The majority of particles do not have enough energy

to react in absence of catalyst. To increase the rate of a reaction, the number of successful

collisions must be increased. One possible way of doing this is to provide an alternative way

for the reaction to happen which has a lower activation energy. In other words, to move the

activation energy to the left on the graph as shown in Fig. 1.3b. Arrhenius equation is based on

empirical observations, which does not consider any mechanistic aspect. Later, in 1935, Eyring,

Evans, and Polanyi independently developed the transition state theory (absolute rate theory),

to describe both the parameters, the pre-exponential factor (A) and the activation energy (Ea) of

chemical reactions. Eyring–Polanyi equation follows from the transition state theory explains

the rates of elementary reactions by assuming the chemical equilibrium (quasi-equilibrium)

between the reactants and activated complex (transition state) [see the appendix for derivation]

[15, 16]. Transition state is the slowest step in the bond breaking/forming process, this chemical

configuration is neither a reactant nor a product, but is called an intermediate between the

reactant and product. The amount of energy requires to form the transition state, is called the

activation energy (Ea) [15].

k = kBT

h
× exp(−∆G†TS/kBT ) (1.2)

where ∆G†TS = ∆E†TS−T∆S†TS = Ea−T∆S†TS is the standard Gibbs free energy of activation

(difference between TS and reactant state). The term kBT
h
× exp(∆S†TS/kB) is the prefactor A in

the Arrhenius expression.

1.4 Recent progress in development of catalyst

A sustainable future calls for the development of efficient catalytic processes to meet the neces-

sity of fuels, energy and many useful products over the coming years. This can be attained if

we design the potential catalysts that can utilize sunlight, renewable sources and raw materials

to synthesize fuels and produce valuable things from plastics to fertilizers [2]. In addition to

this, it also requires the high selectivity for catalytic reactions and efficient catalysts prepared

from earth-abundant materials. Nowadays, this approach also refers as “green” if it utilizes

raw materials efficiently so that consumption of toxic and hazardous reagents and products can
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be minimized [2]. In addition, the formation of waste materials should be avoided. More-

over, catalysts act as a best remedy against water, air and soil pollutants. An efficient catalyst

that provides high stability, high activity and high selectivity is highly desirable for green pro-

duction at large scale. An enormous progress has been made in modeling and studying the

reactions at solid surfaces due to remarkable development of spectroscopic techniques and of

computational methods. The scanning tunnelling microscope enables to probe the active sites

and to capture the surface diffusion of adsorbates [17]. Likely, more advanced 4D electron

microscopy allows us to analyze the motion of single atoms in the timescale of femtoseconds.

X-ray absorption spectroscopy (XAS) permits to determine local structure of catalysts under

reaction conditions [18]. Moreover, it has unveiled that active sites show dynamical behav-

ior under operative conditions, hence, their properties continuously change during catalytic

reaction. Furthermore, the advanced in-situ optical, Raman, and infrared spectroscopies pro-

vide the electronic and structural details at the molecular level of modeled catalysts [19, 20].

Recently developed environmental transmission electron microscopy (ETEM) and multiscale

structure reconstruction (MSR) model help to characterize and explain the equilibrium shapes

of nanoparticles in reactive environments under atmospheric pressure [21]. Using advanced

methods, it is possible to realize the single-atom and subnanometric clusters formed by few

atoms and to observe the dynamic behavior of active sites.

Although tremendous progress has been made in the field of heterogeneous catalysis but still

in terms of knowledge we are quite lagging in the practical uses of cost-effective catalysts. A

clear understanding of the fundamental properties of materials can assist us to accelerate the

functionality of designed catalysts. In practice, the chemical reactions are performed at the

surface of materials. First-principles based methods enable us to explore the atomic-level un-

derstanding of the catalysts’ surface and the mechanism of chemical reaction. The catalysis

science involves many length scales [18]. The Monte Carlo and Molecular Dynamics simu-

lations are used to model the porous structures and corresponding surfaces as well as to gain

the understanding of adsorption and diffusion processes of reactants and products inside the

pores. The electronic modeling regime can be dealt with quantum chemical approaches to de-

termine active sites and to describe the bond-breaking and bond-forming phenomena on these

active sites. In the present thesis work, we have mainly focused on exploring the subnanometre

regime.
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1.5 Nanomaterial as a catalyst

The discovery of the nanomaterials has sparked a boom in the realm of science and industry,

owing to their extraordinary electronic, optical, magnetic and catalytic properties [22, 23, 23,

24, 25]. These nanomaterials are considered as bridge between atomic and bulk materials, and

also exhibit a variety of distinct physiochemical properties than their bulk counterparts [23].

Specifically, in heterogeneous catalysis, the major breakthrough happened with the dramatic

finding of Haruta. In 1987, Haruta et al. disclosed that the gold nanoparticles smaller than

5 nm show catalytic properties, whereas previously it was considered inactive material [22].

Since then, designing an optimized catalyst (high activity, high selectivity, high stability and

low-cost) for commercial purposes remains the most challenging area of active research. As

a consequence, a wealth of studies have been carried out to design new catalysts and enhance

the performance of existing ones. Especially, metal clusters and nanoparticles dispersed across

a high-surface-area support material, are widely used as catalyst for wide range of chemical

processes including fine chemical synthesis, energy conversion, oil refining and petrochemi-

cals, along with having applications in medical field. Typically, a cluster (e.g. Au, Pd, Pt,

Ru, Ni, Fe) refers to a small agglomerate of atoms and molecules, varying from few to thou-

sands of units, having diameters in nanometer scale whereas the diameter range of nanoparticle

varies from some nanometers to hundreds of nanometers [26, 23, 24, 25, 27, 28]. Moreover,

metal nanoparticles possess the continuous band of electronic energy levels with well defined

Fermi surface, whereas the small clusters exhibit discrete energy levels with higher energy gap

between the highest occupied molecular orbital and lowest unoccupied molecular orbital lev-

els. The reactant molecules can readily exchange electron to and from metal cluster with less

amount of energy due to their molecular character.

1.6 Metal-oxide nanoclusters

In heterogeneous catalysis, metal-oxides (silica, alumina, TiO2, MgO, zeolites, ZnO, per-

ovskites and mixed oxides etc.) became prominent materials for catalytic applications because

of their half-filled d orbitals giving rise to multiple oxidation states [25, 29, 30, 31, 32, 33, 34].

In particular, the metal-oxide nanoclusters (containing small number of atoms) have largely

covered the catalytic domain that are involved in wide variety of chemical reactions like oxida-
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tion, photocatalysis, hydrogen production, hydrogenation, dehydrogenation, biomass transfor-

mation and acid-base reactions [35, 36, 37, 38, 39, 40, 41, 42, 43, 44]. In selective oxidation

of various hydrocarbons, coke formation and cluster sintering are the prime causes to degrade

the catalytic performance. Coking blocks the active sites and sintering of clusters reduces the

population of small clusters resulting in minimization of surface energy. Moreover, in complete

oxidation the single metal-oxides show low activity and selectivity. Doping and mixing with

other metal atoms are widely used strategies to overcome these issues [45, 46, 47, 48, 49, 50].

These metal-oxides families are not limited to mono and bimetallic nanoclusters, also they can

be extended to ternary particles that reflect the superior catalytic properties than their compo-

nent oxides analogues [51, 52, 53]. It has been suggested that the trace amounts of noble metal

can drastically enhance the properties (structural, electronic, catalytic and magnetic) of metal-

oxides due to synergistic effect of multiple atoms [54, 55, 56, 57, 58]. However, the increased

complexity associated with composition arise new challenges to understand the structure, sta-

bility and role of individual species in reaction mechanism at atomistic level. It is therefore of

profound interest to understand the explicit role of different metals in these composite oxide

systems. At the same time, an in-depth knowledge of driving factors (size, structure, stoichiom-

etry, oxidation and charge state) is essential to elucidate the molecular level mechanisms.

1.7 Noble metal based nanoclusters

Among the myriad of available catalysts, noble metals (Pt, Pd, Ru, Rh, Ag, Au, Ir and their

alloys, etc.) have attracted substantial attention owing to their extraordinary physico-chemical

properties and diversity in applications such as petrochemical industry, environmental pro-

tection, medicine, photochemistry, electronics and energy conversion [26, 23, 24, 25, 27, 28].

However, the high cost and low abundance minimize their use at industrial level. Consequently,

noble metal catalysts could not able to meet the increasing demands of chemical industry.

Hence, high catalytic performance with low per metal is extremely desired at present scenario

to improve the sustainability of sparse noble metal-based catalysts. For enhancing the mass-

specific activity and lowering the expenditure, the robust strategy is to reduce the particle size.

Moreover, the shape-controlled modeling privileges us to expose specific phase with abundant

active sites. For instance, the hcp Co has been found more active towards CO dissociation step

than that of fcc Co [59, 60, 61]. Unlike Co catalysts, fcc Ru has shown higher activity towards
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CO oxidation as compared to hcp Ru due to abundant active (111) facets [62]. Further, dis-

covery of single-atom catalyst provides the great opportunity in reducing the cost of catalyst,

especially for noble-metals. The stability of single-atom catalyst is crucial factor because when

metal catalyst is dispersed into tinier particles, the surface energy increases. Subsequent stud-

ies reveal that single-atoms tend to accumulate during the catalytic process. For instance, Pt

ensembles have shown higher activity and stability than their single-atom counterpart for cat-

alyzing low-temperature CO oxidation in oxygen-rich environment [63]. Therefore, modeling

of efficient single-atom catalysts and probing their structure remain main issues. Modern elec-

tronic structure methods like density functional theory (DFT) coupled with ab initio atomistic

thermodynamics allow us to accurately predict the active centers/phases and determine their

stability under practical conditions of varying temperatures and pressures [64, 65].

1.8 Governing factors for catalytic activity

In previous reports, it has been revealed that many factors such as size, shape, composition, sur-

face area, coordination number, metal-support interaction, and so forth, significantly influence

the catalytic properties of metal catalysts. [3, 66, 67, 23, 24, 25, 27, 28, 45]. Metal catalysts

with different sizes (single atoms, nanoclusters, and nanoparticles) possess different catalytic

properties for various valuable chemical reactions including CO oxidation, water–gas shift,

hydrogenation, partial oxidation of methane, carbon–carbon bond formation, electrochemical

reactions in fuel cells, abatement of exhaust gases and so forth [23, 26]. It has been uncov-

ered that exposing faces of metal surface usually constitutes different active centers (namely

edges, corners, terraces, steps, kinks and facets) having different coordination number [23, 68].

Each site shows relatively different catalytic activity with different coordination numbers of

the surface atoms. For instance, G.A. Somorjai has reported that step and kink sites are very

active in cleaving C–H and C–C bonds in hydrocarbon molecules [69]. Similarly, G. Ertl and

co-workers have found that steps are the active sites to dissociate the NO on Ru(001) surface

[70]. The size of nanoparticles is one of the pertinent criteria to dictate catalytic performance

[23]. The role of particle size on activity and selectivity of supported metal nanoparticles has

been examined extensively by Haruta et al. [71, 72]. Since then, reducing the particle size to

attain larger surface area has gained tremendous research interest and still a rapidly growing

topic. The surface area of metal nanoparticle usually increases with decreasing size of particle.
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In practice, the most of chemical reactions happen on surface of the catalyst, thus nanoparticles

show higher catalytic activity with decreasing size [73]. Lopez et al. reported that particle size

is the prime factor to affect the selectivity and catalyst performance [74]. On size reducing path,

supported single-atom catalysts have received great attention lately, which not only provide op-

timal active sites but also maximize atomic efficiency of noble metals [75, 76, 26]. However,

precise synthesis and accurate prediction of active sites of these catalysts remains unresolved

issue. A well hand shake between chemists and physicists could make it possible to rationally

design superior catalysts for sustainable production of energy and other valuable products at

reasonable cost. Doping is the pragmatic approach to modify the electronic structure, stability

and promote the catalytic activity.

Moreover, a designed bimetallic Ni–Au catalyst for steam reforming process has shown the

excellent resistance toward carbon formation [68]. It has been widely investigated that bimetal-

lic catalyst (alloy or inter-metallic compounds, core-shell structures or cluster-in-cluster) ex-

hibit significantly higher activity and selectivity as compared to mono-metallic counterpart

[77]. The inclusion of additional metal generate a synergistic effect which alters the electronic

configuration and thus improves the catalytic activity. Alloy and bimetallic nanocatalysts can

also enhance the thermal stability in certain chemical reactions [78]. It is noted that incorpo-

rating the other type of metal not only enhances the performance but also prevents the catalyst

from poisoning and deactivation. For instance, gold alone is not sufficient to oxidize formic

acid, it requires additional Pd active sites to facilitate the oxidation of formic acid. Moreover,

in case of platinum-based nano-catalysts, the selectivity of nanocatalysts can be improved by

lowering the fraction of Pt by including another metal [79]. However, it further increases the

complexity of nanoparticles to clearly understand their geometrical structure and electronic

properties. A support material and its morphology can have a significant influence on the

performance of a cluster via charge transfer. For instance, F-center defects, present on MgO

surfaces, transfer charge to supported gold clusters. The latter is responsible to activate the

molecular O2, which facilitates the oxidation of CO to CO2 [80]. In addition, the lattice de-

fects and strain effects in nanoparticles are also preeminent factors to influence the geometric

structures while considering the catalytic properties. Furthermore, the electronic properties

and stability of nanoclusters can be tunned by protecting it with monolayer or ligands [24].

Recently, it has been suggested that dynamic change in shape of nanoparticles occurs under

the operating conditions, that impedes for fully elucidate the catalytic phenomena at the atomic
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level [14]. Therefore, enormous studies have been devoted on regulating the shape of nanopar-

ticles in order to gain the high performance. These studies highlight the necessity to properly

account the effect of reactive environment while modeling and characterizing the equilibrium

shape of nanoparticles. Gao and co-workers have suggested a quantitative model for predicting

the accurate equilibrium shape of nanoparticles in real conditions [81]. T

As a whole, small nanoclusters are highly desirable for catalysis, because they exhibit

higher amount of coordinatively unsaturated active sites. The reactivity of the clusters is highly

dependent on the electronic configuration. In subnanometer regime every atom counts, there-

fore it opens a wide scope for designing new efficient catalysts and tailoring the functionality

of existing ones. In this regime, the slighter changes in cluster sizes i.e. differing by only single

atom, can result in huge variation in reactivity. In general, the reactivity of all nanoclusters is

much higher as compared to their bulk counterpart because of their higher surface to volume

ratio. There is a plethora of applications of clusters like in microelectronics, magnetic-storage,

optical data storage, spintronics, sensors, transducers, chemical reactors and of-course in catal-

ysis. In the evolving field of heterogeneous catalysis, TM nano-particles (typically clusters

consisting well-defined number of atoms) exhibit significant variations as a function of size in

their physico-chemical nature and electronic properties. In the presence of a realistic reactive

atmosphere, clusters change their stoichiometry by adsorbing the ligands from the environ-

ment, under certain conditions [82]. This new composition (with specific active sites) may

work as active (functional) material. Therefore, one has to understand the functional properties

of clusters in a technologically relevant atmosphere. Advanced theoretical methods serve us

the major motivation to further improve our fundamental understanding of structure-activity

correlations that hopefully, lead to rational design of superior catalysts. identification and char-

acterization of key intermediates are important for proposing the mechanism of a particular

reaction. However, it remains challenging as the catalyst’s structure is prone to change during

the reaction. Therefore, it is desirable to incorporate the robust methods that can include the

effect of environmental conditions in simulation studies.

1.9 Problems and challenges

It is appreciable that much knowledge has been accumulated on metal catalysts from theo-

retical and experimental studies. However, to develop a unified theory that is able to explain
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Figure 1.4: (a) The key factors such as particle size and shape, composition, structure, surface area and

support etc. are shown that govern the catalytic performance [3].

and predict the catalytic properties and to describe the behavior of different metal catalyst for

various catalytic processes is still an open challenge. Moreover, the situation becomes more

complex when we go below 1nm (clusters and nanoparticles), where the electronic properties

of clusters highly change due to the overlapping of orbital among metal atoms. For instance, in

case of Au clusters, the fundamental gap of Au species varies largely with the atomicity up to

size of 30 atoms, whilst above 70 atoms the fundamental gap remains constant on increasing

the atomicity. The continuous band forms in the larger metal nanoparticles (>2 nm) [83]. The

geometric shape of clusters containing fewer atoms also gets changed from planar to 3D. No-

tably, for metal nanoclusters such as Au, Ag, and Cu, their plasmonic and optical properties are

strongly size-dependent, which further influence their catalytic performance in photocatalysis

[84]. More importantly, in clusters with size less than 20 atoms, the geometric structures be-

comes quite flexible and vulnerable in the reactive environment. Thus, subnanometric clusters
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shows distinct behavior and activity as compared to the larger nanoclusters. It is worth to men-

tion that cluster with specific stoichiometry can have many possible structural configurations

that depend on various factors like support, reactant, and operando conditions. Especially, the

support morphology serves great impact on shape and size of clusters, which further determines

the performance of catalyst. The geometric structure and charge density of clusters get alter by

gaining the extra charge from support, which govern the catalytic properties of catalyst. For in-

stance, Ru nanoparticles supported on electride, show the higher electron density as compared

to those supported on conventional supports, and this increment in electron density attribute to

higher activity for ammonia production [85]. Also, the simulation studies reveal that the shape

of Au3 cluster can vary from linear to triangular by changing the charged states from Au−3 and

Au+
3 [86].

Furthermore, determining the catalyst structures, under reaction conditions, is very chal-

lenging as well as demanding task to acquire the unequivocal understanding of active sites

for rational design of efficient catalysts [87, 88, 89]. Since, nanoclusters show the dynamical

behavior when they are exposed to realistic conditions, it is quite difficult to probe the cata-

lyst’ structures even with modern experimental methods at operating conditions [18]. Though

the most stable structures have higher probability of occurrence at finite temperature but it

is not necessary that the observed activity will be mainly accounted by the global minimum

structure. The metastable structures also become energetically accessible under reaction con-

ditions, and can play a vital role in determining the overall catalytic activity. For instance, the

metastable structures of H covered Pt13 clusters govern the observed activity due to their dis-

tinct electronic and structural properties than the most stable structure [88]. Hence, the global

minimum structure alone is not sufficient to accurately describe the observed activity. The

concept of metastability triggered activity opens a new avenue for understanding and design-

ing new catalysts. Subsequently, it is needed to thoroughly explore the low energy isomers

in simulation modeling rather than merely targeting the global minimum structure. Recently,

some groups have addressed the modified global optimization methods to efficiently predict

the low energy isomers on potential energy surface [90, 88, 87]. In the present thesis work, we

have employed the robust property based genetic algorithm to search global minimum along

with low energy structures. This approach allows us to systematically address the impact of

metastable structures in catalysis. However, the unambiguous identification of active sites, de-

tailed insight of elementary steps of that reaction process, the selectivity and the stability of
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intermediate products are sometimes a daunting task due to the complexity involved in cat-

alytic processes. Theory and computation have played an important role in understanding and

Figure 1.5: (a) Conceptual visualization of the problem and approach.

predicting chemical reactivity of various TM-oxide catalysts at nanoscale. Gas phase metal

clusters have been considered to be versatile model systems to explore the basic principles of

catalytic reaction mechanisms at a molecular level. Previous reports have identified a direct

correlation between the products yielded in gas phase cluster calculations and condensed phase

catalytic reactions [91, 92]. For instance, oxidation of ethylene by V2O5
+ and V4O10

+ clus-

ters is in exact agreement to that occurring over Vanadia surfaces [91]. Similarly, the reaction

mechanism of oxidation of methanol by MoxOy
+ clusters is found in direct correspondence

to reaction which occur over their bulk-surface counterpart [92]. Therefore, in last decades,

there has been an increasing interest in understanding the physico-chemical properties of gas-

phase clusters [93, 94, 95, 96, 97, 49, 98]. Detailed knowledge of structures of active sites is

indispensable for meaningful modeling of efficient, optimize and cost-effective catalyst. First

principles simulations (see Figure 1.5) allow us to gain the fundamental insights beyond the

experimental limitations. Moreover, this helps us to answer the following questions: How does

the electronic structure of adsorbed molecule modifies in the intermediate state and what is the

structure of the intermediate configuration? How does intermediate complex affect the reactiv-

ity and determine the yielding of product during the catalytic reaction? What is the correlation

between intermediate and properties of active centres. What is the role of steric and electronic

factors to determine the catalytic path? What is the structure-activity relation? What is the best

descriptor?
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1.10 A short overview

• Chapter 2 : This chapter describes the theoretical methods used in this work. It presents a

brief overview of first principles based density functional theory (DFT), Cascade genetic

algorithm, ab initio atomistic thermodynamics, GW approximation and Nudged elastic

band method that are used to obtain structural, stability, electronic properties and catalytic

activity of the designed clusters.

• Chapter 3 : In this chapter, the composition, atomic structure, and electronic properties of

TMxMgyOz clusters (TM = Cr, Ni, Fe, Co, x + y ≤ 3) at realistic temperature T and

partial oxygen pressure pO2 conditions are explored using the ab initio atomistic thermo-

dynamics approach. The low-energy isomers of the different clusters are identified using

a massively parallel cascade genetic algorithm at the hybrid density-functional level of

theory. On analyzing a large set of data, we find that the fundamental gap Eg of the ther-

modynamically stable clusters are strongly affected by the presence of Mg-coordinated

O2 moieties. In contrast, the nature of the transition metal does not play a significant

role in determining Eg. Using Eg of a cluster as a descriptor of its redox properties, our

finding is against the conventional belief that the transition metal plays the key role in

determining the electronic and therefore chemical properties of the clusters. High reac-

tivity may be correlated more strongly with oxygen content in the cluster than with any

specific TM type.

• Chapter 4 : In this chapter, a large data set is generated on [TMxMgyOz]+/0/− clusters (TM

= Cr, Ni, Fe, Co, x+ y ≤ 5) using a massively parallel cascade genetic algorithm (cGA)

approach at the hybrid density functional level of theory. The low energy isomers are

further analyzed via ab initio atomistic thermodynamics to estimate their free energy of

formation at a realistic temperature T and partial pressure of oxygen pO2 . A thermody-

namic phase diagram is drawn by minimizing Gibbs free energy of formation to identify

the stable phases of neutral and charged [TMxMgyOz]+/0/− clusters. From this analysis,

we notice that neutral and negatively charged clusters are stable in the wide range of (T ,

pO2). The negatively charged clusters are more effective as a catalyst to lower the C−H

bond activation barrier for oxidation of methane. We find that the nature of TM atoms

towards controlling the activation barrier is less important. However, the TM gives rise
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to different structural motifs in the cluster, which may act as active centres for catalysis.

• Chapter 5 : In this chapter, we report a strategy, by taking a prototypical model system

for photocatalysis (viz. N-doped (TiO2)n clusters), to accurately determine low energy

metastable structures that can play a major role with enhanced catalytic reactivity at a

realistic condition. In free energy potential energy surface (PES) consisting plenty of

isomers, computational design of specific metastable photocatalysts with enhanced ac-

tivity is never been easy. This requires fixing various parameters viz. (i) favorable for-

mation energy, (ii) low fundamental gap, (iii) low excitation energy and (iv) high vertical

electron affinity (VEA) and low vertical ionization potential (VIP) to drive the hydro-

gen evolution reaction (HER) and oxygen evolution reaction (OER) for water splitting.

We validate here by integrating several first principles based methodologies that consid-

eration of the global minimum structure alone can severely underestimate the activity.

As a first step, we have used a suite of genetic algorithms [viz. searching clusters with

conventional minimum total energy ((GA)E); searching clusters with specific property

i.e. high VEA ((GA)EA
P ), and low VIP ((GA)IP

P )] to model the N-doped (TiO2)n (n =

4 – 10, 15, 20) (meta)stable clusters. Following this we have identified its free energy

using ab initio thermodynamics to confirm that the metastable structures are not too far

from the free energy global minima so that it can never be experimentally feasible to

synthesis. By analyzing a large dataset, of different N-doped (TiO2)n clusters, we find

that N-substitution ((N)O) prefers to reside at highly coordinated oxygen site to maxi-

mize its coordination, whereas N-interstitial ((NO)O) and split-interstitial ((N2)O) favor

the dangling oxygen site. (NO)O and (N2)O doped states are thermodynamically stable

at realistic conditions (e.g. temperature (T ), oxygen partial pressure (pO2), doping). In-

terestingly, we notice that each types of defect (viz. substitution, interstitials) reduce the

fundamental gap and excitation energy substantially. However, (N2)O doped clusters are

found to be less probable in the pourbaix phase diagram, whereas (N)O and (NO)O doped

metastable clusters show significant contribution near the phase boundaries in the proba-

bility profile. The latter ensure higher electrocatalytic activity for water splitting than the

stable configurations.

• Chapter 6 : In this chapter, we have investigated the role of shape in determining the cat-

alytic activity of Ru nanoparticles. The flat-shaped Ru nanoparticles (NPs) show higher
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activity for reductive amination of furfural to fufurylamine than that of spherical-shaped

NPs. The high activity of Ru NPs can be attributed to the active sites with weak electron

donating ability that prevail on the (111) facets of flat-shaped fcc Ru NPs. We have also

addressed that throughly benchmarking of adsorption energy is crucial step to get the

preliminary idea of active sites on the modeled catalysts. The weaker adsorption drives

the selective transformation of carbonyl and imine compounds into other valuable deriva-

tives. For the first time, the charge transfer from the N-carbon support to Ru catalyst is

demonstrated by DFT calculations. This transfered charge leads to enhance the electron

donating capacity of Ru catalyst. Our results reveal that the low activation barriers for

hydrogenation steps of N-heterocyclic ring of quinoline is ascribed to the strong elec-

tron donating power of flat-shaped hcp Ru NPs. Moreover, weak adsorption energies

are noticed for quinoline on electron-rich Ru surface that lead to prevent the poisoning

caused by its adsorption. The weak binding of N-containing ring on flat-shaped hcp Ru

catalyst facile the selective hydrogenation of quinoline. Hence, we suggest that the shape-

controlled synthesis and designing of Ru nanocatalysts might significantly improve the

efficiency and selectivity in various industrial chemical processes.

• Chapter 7 : Conclusion

This chapter concludes the thesis and present some future directions to be explored.



 



CHAPTER 2

Theoretical methodology

2.1 Computer simulation

Computer simulation is defined as a comprehensive method which largely helps to simulate an

abstract model of a particular system. The essence of the computer simulations is driven via

mathematical models. In recent time, simulation methods are widely accepted in diverse fields

of study such as physics, mathematics, chemistry, material science, biology, medical science,

human systems in economics, psychology, social science and engineering science. Simulation

methods allows us to explore and gain new insights into new technology innovation. Moreover,

they enable us to predict the properties, performance, and behavior of the system of interest for

a wide range of conditions. In the present time, with the accessibility of very fast computers,

rapid progress in the development and comprehensive knowledge of efficient algorithms, sim-

ulations methods have become prevalent in any field of research. Fast parallelized computer

systems enable us to tackle the problem of any length scale (nano→meso→micro). Computer

simulations are not only a bridging link between analytical theory and experiment, allowing to

examine theories, but they are also used as guiding research tool under physical conditions, that

are not feasible in a laboratory. Moreover, rapidly evolving computational power is meeting

the level that allows one to account and predict how the functioning of an entire system may

be influenced by altering individual components within that system. Thus, the computational

simulation has established a new, interdisciplinary research area which is known as “Compu-

tational Materials Science”. The multi-scale simulation in physics is aimed to determine the

material properties and system behavior on one level using information or models from dif-

ferent levels. These levels are classified as: level of quantum mechanical models (account the

information of the electrons explicitly), molecular dynamics models (information about indi-

vidual atoms is involved), mesoscale or nano level (information about groups of atoms and

18
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Figure 2.1: Multi-scale simulation in different length and time scales.

molecules is included), continuum models and device models. Each level addresses a phe-

nomenon over a specific window of length and time scale. Multi-scale modeling is particularly

important in integrated computational materials engineering since it allows predicting material

properties or system behavior based on knowledge of the atomistic structure and properties of

the elementary processes. Computational methods help to describe the geometries, energies,

band gaps, vibrational modes and optical spectra. Prior to start the simulation, it is essential

to know which phenomena and properties one is interested to investigate and accordingly the

classified models can be adopted to the respective problem. In the present thesis work, the

first principles electronic structure methods are used for simulation and designing of complex

clusters that are efficient for catalysis purpose.

2.2 First principles calculation

This chapter describes the theoretical methods and concepts behind the methods, that are em-

ployed to perform the electronic structure calculations in this thesis. The world around us is

made of condensed matter i.e., matter whose energy is low enough that it has condensed to

form stable systems of atoms and molecules, usually in solid or liquid phases. The atoms

are made of a positively charged nucleus and a number of negatively charged electrons and
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these fundamental constituents of atoms determine the nature of the matter such as molecules,

condensed matter and man-made structures. The nature of chemical and molecular bonding,

mainly depends upon the interactions of their constituent electrons and nuclei. Hence, all of the

physics of condensed matter systems emerges from these fundamental interactions. If we are

able to model these interactions precisely, then all of the complex physical phenomena should

appear naturally in our calculations. The physics that explains the interaction of electrons and

nuclei in condensed matter is relatively simple. There are only two different types of particle

included, and the behavior of these particles is mainly governed by basic quantum mechanics.

What makes first principles calculations difficult is not the complexity of the physics but rather

the size of the problem in terms of a numerical formulation.

The famous scientist of quantum mechanics, Paul Dirac, wrote “The underlying physical laws

necessary for the mathematical theory of a large part of physics and the whole of chemistry are

thus completely known, and the difficulty is only that the exact application of these laws leads

to equations much too complicated to be solved.”

Therefore, the development of accurate and efficient theoretical methods and the computational

techniques to deal with many-body problem is therefore the focus of ongoing research in this

realm.

2.3 Introduction of theoretical framework

ab initio methods are rigorously used to solve the many-body system. Schrödinger equation

is the initial point of these methods. However, due to many-electron in the system, the ana-

lytical solution of Schrödinger equation becomes impossible except some simple cases; such

as H-atom, He+, harmonic oscillator etc. Therefore, ab initio methods are employed to solve

the system numerically. However, in practice, numerical solution is also not feasible for more

than a handful of electrons due to the limited speed and memory of computers. When exact

solution of a particular problem becomes an acutely complex or computationally daunting task,

the common strategy is to approximate it to a closely related problem, for which the exact so-

lution is feasible. Then the difference between these two, which is considered to be small, is

treated as a perturbation to the exactly solvable problem. Therefore, the quantitative calcula-

tions on many-electron systems include the approximations. The first level of approximation is

associated with the much slower motion of nuclei as compared to the electrons. According to
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Born-Oppenheimer approximation [99], the motion of nuclei can be decoupled from that of the

electrons, hence, the electronic and ionic part of the wavefunction can be written as the prod-

uct of the electronic and the nuclear wavefunctions. This approximation effectively reduces

the dimension of the wavefunction, despite of this, due to the electron-electron interaction the

dimension still remains too large. The first quantitative calculations on many-electron systems

have been carried out on atoms by D. R. Hartree. He treated each electron independently, where

each electron is considered to be moving in a average potential due to all other electrons and the

nucleus [100, 101]. Hartree’s work set the footing for many of the numerical methods, which

are still in use today. The main draw back of the Hartree approximation is that, the wavefunc-

tion of system has been considered to be symmetric in nature. Since electrons are fermions,

and they follow the Pauli’s exclusion principle, therefore, the wavefunction should be antisym-

metric in nature. Later, Fock modified the Hartree method, by incorporating the antisymmetric

constraint to the independent electron Hartree approach by using a Slater determinant as wave-

function [102]. Slater determinant satisfies the Pauli exclusion principle that each electron has

to be described by a different wave function. However, it complicates equations compared to

Hartree method and introduces a new term, electron exchange. Hence, the combined efforts of

Hartree and Fock developed a method to find the best single determinant wavefunction for the

system, known as the Hartree-Fock method. This method is quite successful for geometries,

but it fails miserably to describe the chemical and physical properties of the systems due to ne-

glecting the electron-electron correlation energy. To account the correlation energy, one has to

go thoroughly to correlated methods, which use multi-determinant wave functions as the total

wavefunction of two-body Coulomb interactions, that is not well represented by a single Slater

determinant. Many methods are proposed to incorporate this correlation energy very accurately

viz. Møller-Plesset (MP) perturbation theory, Configuration Interaction (CI), Coupled Cluster

(CC) methods, multiconfiguration self-consistent field (MCSCF) and Quantum Monte-Carlo

(QMC) methods. However, in practice, these methods are computationally too expensive to

tackle calculation even for a moderate cluster.

There is a justified interest for possible development of practical use of independent-particle

approaches that incorporates effect of interactions and correlations among the particles. The

approach of Hohenberg and Kohn [103] is to formulate density functional theory (DFT) as an

exact theory of many-body system of interacting particles in an external potential including any

problem of electrons and fixed nuclei. They proposed that many properties of a system includ-
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ing total energy can be written as a functional of electron density and this energy is at minimum,

if the density is an exact ground state density of many-body interacting system. These concepts

laid the foundation of all the modern methods based on DFT. Later, Kohn and Sham [104]

proposed that the exact ground state density of a many-body system can be represented by

the ground state density of an auxiliary system of non-interacting particles. And Kohn-Sham

method involves an auxiliary hamiltonian with usual kinetic energy term and an effective local

potential, which incorporate exchange and correlation effects approximately. This method has

led to be very successful approach for quantitative calculations on realistic problems and is by

far the most widely used approach to treat the ground state. Density functional theory is a phe-

nomenally exemplary approach to solve the fundamental equation that describes the quantum

behavior of atoms and molecules. The fundamental remark of DFT is that any property of a

many-electrons system can be determined as a functional of the ground state density; which is

a scalar function of position and contains all the information of the system. The DFT is accu-

rate, if we know how to derive necessary relations between density and energy. Unfortunately,

energy functionals that relate electronic density to energy are unknown, and there is no gen-

eral way to improve them, beside trying to implement it with suitable approximation. In fact

the DFT results are in many cases surprisingly good if one takes into account even one of the

conceptually simplest approximations on which some of them are based. DFT offers a good

balance between the qualitative description of the electronic structure and the computational

costs. Therefore, DFT became one of the widely popular and successful quantum mechanical

methods to describe the ground state electronic properties of materials.

However, DFT results are valid and accurate only at 0 K. To include environmental effects,

one needs to compute the free energy of formation using ab initio atomistic thermodynam-

ics [105, 106, 107, 82]. In this approach, we approximate the configurational free energy of

the potential energy surface in order to determine the compositions and the structures that min-

imize the free energy of formation at given external conditions, i.e., temperature and pressure

of the reactive atmosphere. Experimentally, to probe the accurate structure of the clusters

is a daunting task and cost effective due to expensive techniques. In simulation, evolution-

ary methods are used to predict the accurate structures of the clusters. In the present work,

the low-energy structures (including the global minimum) are generated from an exhaustive

scanning of the potential energy surface using a massively parallel cascade genetic algorithm

(cGA) [108, 82, 90]. Nudged elastic band method has been employed to determine the min-
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imum energy path between a given initial and final state of a transition process, which is an

efficient method for finding the minimum energy path [109].

2.4 Wavefunction

In quantum mechanics, the state of system can be defined by wavefunction, Ψ(r1, r2, ...ri, ...;

R1,R2, ...RI , ...), where ri and RI are the positions of ith electron and I th nucleus. If we know

the wave function of a system at an instant, corresponding position, momentum, kinetic energy,

etc. can also be determined at that instant. Necessary conditions for the wavefunction to be

physically acceptable are:

1. It should be continuous everywhere.

2. Its derivatives should be exist and continuous everywhere.

3. Its should be square integrable.

4. They should vanish at infinity (finite system).

5. The expectation value of any power of position and momentum should be finite.

Once we know the wave function Ψ for a given state of the system, we are at position to calcu-

late the expectation value of any physical quantity (E) having an operator. The eigenvalues of

the observables has to be real number.

E =
∫ ∫

...
∫

Ψ∗(r1, r2, ...rN)ĤΨ(r1, r2, ...rN)dr1dr2...drN∫ ∫
...
∫

Ψ∗(r1, r2, ...rN)Ψ(r1, r2, ...rN)dr1dr2...drN
(2.1)

In can be written in more convenient way using Dirac bra and ket notation:

E = 〈Ψ|Ĥ|Ψ〉
〈Ψ|Ψ〉 (2.2)

If wavefunction is normalized, 〈Ψ|Ψ〉 = 1. Notably, the wavefunction Ψ does not have any

physical meaning but its square (|Ψ(r1, r2, ...rN)|2) determines the probability to find electron

1 at the space point r1, electron 2 at the point r2, and so on. For the system having only one

electron, |Ψ(r)|2dr determines the probability to find the electron in the volume dr at the point

r. If wavefunction is normalized, then the integration of probability over all the space for all

the variables must be 1, which means the probability of finding electron anywhere in the space

is equal to 1. ∫
Ψ(r)∗Ψ(r)dτ =

∫ ∞
0

∫ π

0

∫ 2π

0
Ψ(r)∗Ψ(r)r2sinθdrdθdφ = 1 (2.3)
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Figure 2.2: (a) The spherical polar coordinates for system with spherical symmetry, (b) The surface of

a sphere is covered with twirling half arc that allows θ to range from 0 to π, and a full whirling around

the sphere by allowing φ to range from 0 to 2π [4].

2.5 Schrödinger equation

The solution of stationary Schrödinger equation for a many-body system gives the information

about its physical and chemical properties at microscopic level.

ĤΨ(r1, r2, ...ri, ...; R1,R2, ...RI , ...) = EΨ(r1, r2, ...ri, ...; R1,R2, ...RI , ...) (2.4)

here, Ĥ is the operator of the total energy for the system and has a special name Hamiltonian.

To calculate the total energy (E) of the system, one needs to construct its Hamiltonian (Ĥ) that

can be expressed in the atomic units (~ = me = e = 1) as:

Ĥ = −1
2
∑
i

∇2
i −

∑
i,I

ZI
|ri − RI |

+ 1
2
∑
i 6=j

1
|ri − rj|

−
∑
I

1
2MI

∇2
I + 1

2
∑
I 6=J

ZIZJ
|RI − RJ |

(2.5)

where ri denotes the position of ith electron, RI and ZI are the position and atomic number of

I th nucleus, respectively. ∇2
i is the Laplacian operator. |ri − RI | is the distance between ith

electron and I th nucleus. |ri − rj| is the distance between ith and j th electrons. |ri − RI | and

|ri − rj| can be written in cartesian coordinates:

|ri − rj| =
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2

|ri − RI | =
√

(xi −XI)2 + (yi − YI)2 + (zi − ZI)2



Chapter 2. Theoretical methodology 25

We can write it in more simplified form:

Ĥ = T̂e + V̂ext + Ûee + T̂nucl + Ûnucl (2.6)

where, T̂e –> kinetic energy of electrons.

V̂ext –> external potential experienced by electrons from nuclei.

Ûee –> electrostatic repulsion between electrons.

T̂nucl –> kinetic energy of nuclei.

Ûnucl –> interaction energy of nuclei.

However, the exact solution of Schrödinger equation for bigger systems (having large number

of electrons and nuclei) becomes impractical as it involves a large number of variables. There-

fore, there is an urge to include the approximation to deal easily with many body problem.

2.6 Born-Oppenheimer approximation

The physical motivation behind the first level of simplification is that the mass of nuclei (MI)

is much heavier than that of electrons (me) (a proton is 1836 times heavier as compared to

electron). With the same amount of kinetic energy, the motion of nuclei is much more slower

than the electrons. Consequently, electrons instantly adjust to their ground states whenever

nucleus change its position. We can therefore distinct the dynamics of electrons and nuclei with

the assumption that the motion of electrons depends on positions of nuclei in a parametric way

(considered nuclei as static). In mathematical terms, under this approximation the electronic

and nuclear wavefunctions can be decoupled.

Ψtotal = ψelectronic × ψnuclear

Ψ(r1, r2, ...,R1,R2, ...) = ψ(r1, r2, ...; R)× ψ(R1,R2, ...)
(2.7)

It is important to note that the electronic wavefunction ψ(r1, r2, ...; R) has parametric depen-

dence on the ionic positions. It allows one to separate the Hamiltonian operator into electronic

(Hel) and nuclear terms (Hnucl), so that the decoupled systems can be solved more efficiently.

The nuclear Hamiltonian of the many-body system:

Ĥnucl = T̂nucl + Ûnucl (2.8)

Here, the kinetic energy of nuclei can be omitted as the nuclei is much more heavier than the

electrons. The second term is the electrostatic ion-ion interaction, which is a classical additive
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term and can be calculated by Ewald summation method [110]. The electronic Hamiltonian of

the many-body system:

Ĥel = T̂e + V̂ext + Ûee (2.9)

We can rewrite the electronic Hamiltonian as:

Ĥel =
N∑
i=1

ĥi + Ûee (2.10)

Here, ĥi = −1
2∇

2
i+v̂i, only depends on coordinates of ith electron. Indeed, significant reduction

in the dimensionality of the total wavefunction has been achieved using Born-Oppenheimer

approximation [99]. Despite this approximation, still exact solution requires to deal with 3N

variables due to electron-electron interaction (Ûee ). Hence, solving N-electron system remains

impractical and calls for further approximations.

2.7 The Hartree approximation

Hartee have found an independent-electron approximations [100, 101], which assumes that

electrons are not correlated with each other individually, but with the averaged density of elec-

trons. In this approach, the wavefunction of many-electron system Ψ can be approximated by

product of each electron’s function (φi(ri)):

Ψr1,r2,...rN = φ1(r1)φ2(r2)...φN(rN) (2.11)

We can determine densities corresponding to each electron:

ρi(r) = |φi(r)|2 (2.12)

The total density of the electrons in the system will be:

ρtotal(r) =
N∑
i=1

ρi(r) =
N∑
i=1
|φi(r)|2 (2.13)

However, if we want to write the density to which the kth electron will interact, we have to

exclude its own density from the total density:

ρk(r) = ρtotal(r)− ρk(r) =
(

N∑
i=1

ρi(r))− |φk(r)|2
)

=
N∑

i=1,i 6=k
|φi(r)|2 (2.14)

Now, we need to evaluate the interaction of an electron which is located at point r, with electron

density of rest electrons:

ĝk(r) =
∫
ρk(r′) 1

|r− r′|
dr′ (2.15)
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Hence, by using this assumption, we can write:

Ûee ≈
N∑
i=1

ĝi(r) (2.16)

(Note that, one discrepancy still remains, since we doubly count interaction, we will deal it

later) Now, all the terms containing by Ĥel are one-electron operator:

Ĥel ≈
N∑
i=1

(
−1

2∇
2
i + v̂i + ĝi(r)

)
(2.17)

and Schrödinger equation for many electron system can be resolved into N independent one

electron equations: (
−1

2∇
2
i + v̂i + ĝi(r)

)
φi(r) = εiφi(r) (2.18)

εi is the energy of the ith electron. In beginning, we start from approximate orbitals φi (e.g.

from H-atom). We obtain the better φi’s by solving the N equations. In next iteration, we use

these new orbitals as a starting point. At a point, when no improvement is noticed in orbitals

from one iteration to another iteration, we can consider that the self-consistent field orbitals

are converged. Then we construct the wavefunction Ψ from these orbitals to calculate the

total energy E of the ground state. The total energy is obtained from expectation value of the

Hamiltonian Ĥel. In order to find the ground state wavefunction, we minimize the total energy

of the system using variational principle. It says that if E0 is the ground state energy of the

system, for any wavefunction Ψ:
〈Ψ|Ĥ|Ψ〉
〈Ψ|Ψ〉 ≥ E0 (2.19)

We count twice to evaluate Coulomb interactions between electrons. Therefore, the correct

total energy can be written as:

E =
N∑
i=1

εi −
N−1∑
i=1

N∑
j=i+1

Jij (2.20)

where, Jij are known as Coulomb integrals and are defined as:

Jij =
∫ ∫ ρi(r1)ρj(r2)

|r1 − r2|
dr1dr2 =

∫ ∫
|φi(r1)|2 1

|r1 − r2|
|φj(r2)|2 dr1dr2 (2.21)

Hartree’s work is the foundation for subsequent developments in approximations and meth-

ods to solve the many-body system efficiently (with sufficient accuracy). However, the main

drawback of Hartee approximation is that the form of the wavefunction does not hold the an-

tisymmetry nature of fermions. In case of electrons (fermions), two or more electrons can not

be described by the same quantum state, this is known as the Pauli’s exclusion principle in

quantum mechanics.
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2.8 The Hartree-Fock approximation

After few years, Fock [111] and independently Slater [112] suggested some modification to

the Hartree method. Since electrons are fermions, the wavefunction of many-electron system

should be antisymmetric under the interchange of any set of electrons.

P̂1,2Ψ(r1, r2, ...rN) = −Ψ(r2, r1, ...rN) (2.22)

where, P̂1,2 is the parity operator. The antisymmetric wavefunction is the sum of all the products

which can be obtained by interchanging electron labels. However, this way becomes very

tedious to generate a wavefunction. Slater suggested the more convenient way to construct

the wavefunction as a single Slater determinant with single electron states as elements of the

matrix, which exhibits the antisymmetric nature.

Ψ(r1, r2, ...rN) = 1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(r1) φ2(r1) ... φN(r1)

φ1(r2) φ2(r2) ... φN(r2)

φ1(r3) φ2(r3) ... φN(r3)

. . . .

. . . .

. . . .

φ1(rN) φ2(rN) ... φN(rN)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(2.23)

For the sake of ease, let us consider the case of two electrons system:

Ψ(r1, r2) = 1√
2

∣∣∣∣∣∣∣
φ1(r1) φ2(r1)

φ1(r2) φ2(r2)

∣∣∣∣∣∣∣ = 1√
2

[φ1(r1)φ2(r2)− φ2(r1)φ1(r2)] (2.24)

By changing the labels 1→ 2 and 2→ 1, we obtain:

Ψ(r2, r1) = 1√
2

∣∣∣∣∣∣∣
φ1(r2) φ2(r2)

φ1(r1) φ2(r1)

∣∣∣∣∣∣∣ = 1√
2

[φ1(r2)φ2(r1)− φ2(r2)φ1(r1)] (2.25)

Ψ(r1, r2) = −Ψ(r2, r1) (2.26)

If we consider that two electrons are defined by the same spin-orbital (φ1 = φ2 = φ) we obtain:

Ψ(r2, r1) = 1√
2

∣∣∣∣∣∣∣
φ(r2) φ(r2)

φ(r1) φ(r1)

∣∣∣∣∣∣∣ = 1√
2

[φ(r2)φ(r1)− φ(r2)φ(r1)] = 0 (2.27)
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Hence, the wavefunction and the probability of finding such electrons are zero. To find the best

single determinant wavefunction that minimize the total energy for the interacting Hamiltonian

is called Hartree-Fock method. Note that the solution steps of Hartree-Fock methods are sum-

marized in Figure 2.3. Slater determinant ensures the Pauli’s principle since (1) If two rows

are same the determinant comes out to be zero, which means each electron has to be defined

by a different state, (2) sign change on interchanging two rows (columns), (3) determinant is

zero if any row(column) is zero. This inclusion introduces a new term electron exchange in an

exact manner to Hartree method. However, it neglects electron-electron Coulomb correlation

energy, which is the energy difference between the exact energy and Hartree-Fock energy of

the system. This correlation energy (Ecorr. = Eexact − EHF ) plays the vital role to describe

the physical and chemical properties of atoms, molecules and solid systems. There have been

proposed many correlated methods that account the correlation energy such as MP2 or MP4,

CI, CC methods and QMC. These methods include multi-determinant wave functions and are

quite accurate. However, these methods are computationally very expensive. Therefore, more

rigorous approach is needed to solve the interacting many-body problem. DFT allows to treat

the much larger system by providing a good balance between accuracy and computational cost.

2.9 Functional

A function takes one or more number as inputs and yields another number as an output. Unlike

function, functional takes a function as its argument and provides a number as an output. In

usual notation, the function is written in square brackets as F [f ] = a. Functionals can also have

derivatives, which behave similarly to traditional derivatives for functions. The differential of

the functional is defined as:

∂F [f ] = F [f + ∂f ]− F [f ] =
∫ ∂F

∂f(x)∂f(x)dx (2.28)

Moreover, the functional derivatives have properties similar to traditional function derivatives.

2.10 Density Functional Theory

Density Functional Theory (DFT) is the widely accepted method in the condensed matter

physics, material science and computational chemistry. This theory is largely applicable to
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Figure 2.3: Schematic flowchart Hartree-Fock method for the solution of many electron system.

describe the ground state properties of many-body systems, e.g. atoms, molecules, and solids.

The core assumption of DFT is to use the ground state electron density as the fundamental vari-

able. Electron density is a scalar function of position and possesses all the information of the

system. Using an electron density rather than wavefunction can remarkably simplify the many-

body problem by reducing the degrees of freedom from 3N to 3. Hence, under the framework

of DFT, the solution of Schrödinger equation becomes tractable for the interacting system with

desired accuracy at reasonable computational cost. The idea of electron density already used

by Thomas and Fermi in 1927 to propose the Thomas-Fermi model. The modern formulation

of DFT has been established by Hohenberg and Kohn (1964). Walter Kohn awarded Noble
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prize in Chemistry in 1998 for his contribution in the foundation of DFT. The development of

DFT is described in the next sections.

2.10.1 The Thomas-Fermi Model

Thomas-Fermi method is the oversimplified approach to provide the total energy of the system

in terms of electron density [113, 114]. In this model, the distribution of electrons is approx-

imated uniformly in an atom. The Thomas-Fermi kinetic energy functional is written as a

function of the local density:

TTF [ρ(r)] = 3
10(3π2)2/3

∫
ρ5/3ρ(r)d3r (2.29)

This expression is also used in the local density approximation (LDA). Combining the other

interactions, the Thomas-Fermi equation to obtain the total energy of an atom is given by:

ETF [ρ(r)] = 3
10(3π2)2/3

∫
ρ5/3ρ(r)d3r−

∫ ρ(r)
r
d3r + 1

2

∫ ρ(r1)ρ(r2)
r12

d3r1d
3r2 (2.30)

where, the second and third terms are the potential energy (nucleus-electron) and the Hartree

energy, respectively. The total energy and electron density of the ground state can be obtained

by minimizing this functional. This model is a crude approximation to describe the energy of

an atom, as the kinetic energy is not calculated accurately as well as the exchange-correlation

effects are not taken into consideration. However, in 1930 Dirac [115] included the exchange

term to the Thomas-Fermi model, which is known as the Thomas-Fermi-Dirac model. Still,

these models remained inaccurate for molecular systems.

2.10.2 Hohenberg and Kohn Theorem

In 1964 Hohenberg and Kohn laid the foundation of DFT by introducing two fundamental the-

orems based on electron density ρ(r) of electrons in an external potential [103, 104].

Theorem I: For a system of interacting particles in an external potential, V̂ext(r) can be

uniquely determined by its ground state electron density ρ(r) within an additive constant. Thus

the ground state density determines the full Hamiltonian, except for a constant shift of the

energy. Hence, all properties of the many-body electronic system such as its total energy, ki-

netic energy, and potential energy are also functional of the ground state electron density ρ(r).

Electronic density for a system of N electrons, with an exact wavefunction, is defined by:

ρ(r) = N
∑
s1

...
∑
sN

∫
dr2...

∫
drN |Ψ(r1, s1, r2, s2, ..., rN , sN)|2 (2.31)
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where ri denotes the spatial coordinates of the electrons and si represents their spin coordinates.

N =
∫
ρ(r)dr (2.32)

The electron density, ρ(r) denotes the probability of finding the electron at the space point

(r). Electron density gives the total number of electrons by integrating it all over the space. It

provides all the information of the system and only depend on three variables. If we know the

electron density of the system, we can compute most of the properties and is more tractable

than the wave function.

Let’s consider that for a given density ρ(r) there exist two potentials V̂ext(r) and V̂ ′ext(r),

which correspond to two different Hamiltonians Ĥel and Ĥ ′el, respectively. They produce two

distinct wavefunctions, Ψ and Ψ′ . The expectation values of energy for Ψ and Ψ′ correspond to

Ĥel and Ĥ ′el: E0 = 〈Ψ|H|Ψ〉 and E ′0 = 〈Ψ′|H ′|Ψ′〉, respectively. Here, it is considered that the

ground state is nondegenerate. According to the variational theorem, except Ψ no wavefunction

can give an energy that is less than the energy E0 with the Hamiltonian Ĥel:

E0 = 〈Ψ|H|Ψ〉 < 〈Ψ′|H|Ψ′〉 (2.33)

〈Ψ′ |H|Ψ′〉 = 〈Ψ′|H ′|Ψ′〉+ 〈Ψ′|H −H ′ |Ψ′〉 (2.34)

E0 < E
′

0 +
∫
ρ(r)[V̂ext − V̂

′

ext]dr (2.35)

Similarly, variational theorem are used for second wavefunction Ψ′ and we obtain:

E
′

0 = 〈Ψ′ |H ′ |Ψ′〉 < 〈Ψ|H ′ |Ψ〉 (2.36)

〈Ψ|H ′|Ψ〉 = 〈Ψ|H|Ψ〉+ 〈Ψ|H ′ −H|Ψ〉 (2.37)

E
′

0 < E0 −
∫
ρ(r)[V̂ext − V̂

′

ext]dr (2.38)

Adding equations 2.35 and 2.38, we get:

E0 + E
′

0 < E0 + E0 (2.39)

equation 2.39 is contradictory, which implies that there cannot be two potentials corresponding

to a ground state density ρ(r).
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Theorem II: A universal functional for the energy E[ρ(r)] can be described in terms of the

density ρ(r), which is accepted for any external potential Vext(r). For any particular Vext(r),

the exact ground state energy is the global minimum value of this functional and the density

ρ(r) that minimizes this functional is the ground state density ρ0(r).

ρ0(r) uniquely determines the external potential of the system, which leads to the ground state

wavefunction. Moreover, all the observable properties of ground state such as kinetic energy

can be determined. Thus, the total ground state energy can be written as a functional of the

density:

E[ρ] = Te[ρ] + Vext[ρ] + Uee[ρ] (2.40)

E[ρ] =
∫
ρ(r)V̂ext(r)dr + FHK [ρ] (2.41)

The FHK is a universal functional independent of the particular system, which operates only

on density. The system dependent part is involved in the external potential Vext. Note that we

have used “hat” above the operators and no “hat” above the corresponding energy terms. The

correct density that minimizes the functional is the exact ground state density ρ0(r).

E0 = E[ρ0(r)] (2.42)

According to the variational principle, an arbitrary (trial) electron density ρ̃(r) will give a higher

energy:

E0 ≤ E[ρ̃(r)] (2.43)

There is an important issue concerning the, so called, v-representability question. v-representable

density is associated with a non-degenerate ground state in the external potential, Vext. Levy

and Lieb [116, 117] have shown that all density distributions are not v-representable, i.e., they

do not correspond to any external potential. There is a possibility that the energy minimiza-

tion leads to a non v-representable density and fails to converge to the physical ground state

density. It is important to note that in the Hohenberg-Kohn theorems, during the minimization,

we use trial densities by assuming that these remain v-representable, i.e., each trial density ρ̃

is associated with a Hamiltonian ˆ̃Hel. From the Hamiltonian we can obtain the corresponding

wavefunction Ψ̃ for the ground state defined by this Hamiltonian (ρ̃ → ˆ̃Hel → Ψ̃). As per

variational theorem, this wavefunction is not a ground state for the actual Hamiltonian of the

system Ĥel.

〈Ψ̃|H|Ψ̃〉 = E[ρ̃] ≥ E[ρ0] ≡ E0 (2.44)
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where ρ0(r) is the exact ground state density of the system. The ground state energy can be

found by minimizing the energy with respect to density ρ(r), and the density that minimizes

the energy is the true ground state density. In order to minimize the energy functional, it re-

quires to be constrained by the N -representability of density that is optimized. The constrained

minimization is performed by assuming that the trial density can be found from an antisym-

metric wavefunction, which means, density is N -representable. The Lagrange’s method of

undetermined multipliers is a viable way to conduct the constrained minimization. The con-

straints are defined in such a way that their value is exactly zero when they are satisfied. The

N -representablility constraint can be expressed as:

constraint =
∫
ρ(r)dr−N = 0 (2.45)

These constraints are added to a minimized functional by after multiplied by an undetermined

constant (µ).

E[ρ(r)]− µ
(∫

ρ(r)dr−N
)

(2.46)

Now, to obtain the minimum of above expression:

∂
[
E[ρ(r)]− µ

(∫
ρ(r)dr−N

)]
= 0 (2.47)

Differential of the functional,

∂E =
∫ ∂E[ρ(r)]

∂ρ(r) ∂ρ(r)dr

and using the fact that differential and integral signs can be interchanged, we get:∫ ∂E[ρ(r)]
∂ρ(r) ∂ρ(r)dr− µ

∫
∂ρ(r)dr = 0 (2.48)

which gives the value of the Lagrange multiplier at minimum.

∂E[ρ(r)]
∂ρ(r) − µ = 0 (2.49)

Using equation 2.41, we can obtain the expression in terms of external potential:

µ = ∂E[ρ(r)]
∂ρ(r) = V̂ext(r) + ∂FHKρ(r)

∂ρ(r) (2.50)

Lagrange multiplier (µ) has a physical meaning, which is called the chemical potential. For

detail review, see the Parr & Yang (1989) chapters 4 and 5. These theorems tell us that a unique

energy functional can construct a many-body interacting system, that depends only on the elec-

tron density. Further, by minimizing this functional with respect to the density, we can obtain
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the ground state density and energy of our system. However, these theorems do not provide

any mathematical expression of universal functional FHK in terms of density with significant

(satisfactory) accuracy. Therefore, to solve the Schrödinger equation is still difficult. The

Kohn-Sham equations provide the framework for finding the exact density and energy of the

ground state of a many-body electron problem using standard independent-particle methods.

These methods have proven to be very successful in many problems and are by far the most

widely used approach for quantitative calculations on realistic problems. In 1965, Kohn and

Sham [104] proposed a way to approximate exchange and correlation effects, which enables

to represent the exact ground state density of an interacting system to a ground state density

of a fictitious system of non-interacting particles. This method provides a set of independent

particle equations that can be solved numerically.

2.10.2.1 Kohn-Sham equations

In 1965, Kohn and Sham [104] proposed that the exact ground state density of an interact-

ing many-body system can be represented with ground state density of an auxiliary system of

independent-particles as shown in Figure 2.4. The auxiliary Hamiltonian (ĤKS) consists of

single particle energy term and an effective single particle local potential Veff (r). The form of

equations for non-interacting particles, which are known as the Kohn-Sham equations:

ĤKSφi =
[
−1

2∇
2
i + V̂eff (r)

]
φKSi (r) = εiφi(r)KS (2.51)

where the effective potential is:

V̂eff (r) = V̂ext(r) + V̂H(r) + V̂xc(r)

=
∑
α

−Zα
|Rα − r|

+ ρ(r′)
|r− r′|

dr′ + ∂Exc[ρ(r)]
∂ρ(r)

(2.52)

here, V̂H is the Coulomb potential (Hartree term) from all electrons and V̂xc is the exchange

correlation potential that is defined as functional derivative of exchange correlation energy

(Exc). This potential consists of all many-body effects, which are not accounted in the classical

Hartree interaction term. Expression of equation 2.51 is quite similar to the Hartree-Fock

method, but in more simplified form. The Kohn-Sham operator rests upon r, and not on the

index of the electron. It is same for all electrons. The Khon-Sham orbitals φi(r)KS are easily

obtained from equation 2.51, that are further used to compute the total density:

ρ(r) =
N∑
i=1
|φKSi (r)|2 (2.53)
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Subsequently, the improved potential V̂eff (r) can be determined by knowing the electron den-

Figure 2.4: Illustration of interacting and non-interacting many-electron systems having same ground

state electron density.

sity following the self-consistent cycles. The initial electron density can be considered as a

superposition of atomic densities. To incorporate the spin-related effects, the total density is

defined as the sum of the spin-up and spin-down densities ρ(r) = ρ↑(r)+ρ↓(r). Density is also

used to evaluate the total energy as follow:

E[ρ] = T0[ρ] +
∫

[V̂ext(r) + V̂H(r)]ρ(r)dr + Exc[ρ] (2.54)

The kinetic energy T0[ρ] is obtained from the corresponding orbitals instead of density.

T0[ρ] = 1
2

N∑
i=1
〈φKSi |∇2

i |φKSi 〉 (2.55)

and the remaining of the energy as:

Veff [ρ] =
∫
V̂eff (r)ρ(r)dr (2.56)

Exc[ρ] contains all the energy contributions, which are not taken into account in rest of the

terms:

1. Electron exchange

2. Electron correlation

3. An amount of the kinetic energy that is required to add in T0[ρ] to get true kinetic energy

of a real system Te[ρ]

4. Correction for self-interaction included in the classical coulomb potential

Exc is vital to understand the chemical bonds, which determines the accuracy of methods using

Khon-Sham equations.
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2.10.3 Exchange and correlation energy

Since the analytical form of exchange-correlation energy is not known, various approximations

are proposed for the exchange-correlation (xc) functional to find the desired balance between

accuracy and computational cost. These approximations can be categorized into two main

parts: (1) local and semi-local approximations viz. local density approximation (LDA) [118],

generalized gradient approximation (GGA) and meta-GGA, (2) non-local approximations, i.e.

hybrid functionals and random phase approximation. In the limit of homogeneous electron

gas, the exchange-correlation energy becomes a local functional. Hence, the first simplest

exchange correlation functional of the Kohn-Sham method is the local density approximation

(LDA). Here, it is assumed that density varies slowly with position. As a result, the exchange-

correlation energy per electron depends solely on electron density only, where its derivatives

are not taken into consideration. To include spin polarization in the system, it is essential to

consider both spin densities: spin up ρ↑(r) and spin down ρ↓(r), we call it local spin density

approximation (LSDA). The exchange-correlation energy comprises of two parts: the exchange

energy, and the correlation energy.

Exc[ρ] = Ex[ρ] + Ec[ρ] (2.57)

Exchange energy: This term occurs due to antisymmetric nature of electronic wavefunction.

According to the Pauli’s exclusion principle, two electrons cannot reside in the same state, as

a result, electrons having same spin repel each other. Consequently, a spatial separation is

introduced between electrons, which leads to the reduction in Coulomb energy. This reduction

in energy is called the exchange energy. In the technical terms, it is energy difference between

the Hartree and Hartree-Fock energy. The exchange energy in LDA is approximated within the

homogeneous electron gas, where α = 2
3 [119].

Ex[ρ] = −9
4α

( 3
4π

) 1
3
∫

[ρ
4
3
↑ (r) + ρ

4
3
↓ (r)]dr (2.58)

Correlation energy: Electrons being negatively charged avoid each others, which is the origin

of correlation energy. In this part significant portion is added from the kinetic energy difference

(Te − T0) between the non-interacting and the interacting systems. It can be defined as the

energy difference between exact energy of the system and the Hartree-Fock energy:

Ec = Eexact − EHF (2.59)
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The correlation energy is given by:

Ec[ρ] =
∫
ρ(r)εc[ρ↑(r)ρ↓(r)]dr (2.60)

where εc[ρ↑(r)ρ↓(r)] is the correlation energy per electron of a homogeneous electron gas with

density ρ(r), and its exact form is not known analytically. The constant efforts have devoted

to improve it on the basis of quantum Monte Carlo simulations [120], and fitted to analytical

expansion. LDA works well for system close to homogeneous gas such as metals, whereas

fails for inhomogeneous ones i.e. atoms, molecules etc.. Using this, the atomic structures,

elastic and vibrational properties can be described for a wide range of systems. However, it

is unsuccessful to predict the accurate energetics of chemical bonds, binding energy, heats of

reaction and activation energy barriers.

In further improvement of exchange-correlation energy, both the electronic density and the

gradient of density at a given point have been taken into account. This semi-local approx-

imation is known as the generalized gradient approximation (GGA) [121, 122]. Here, the

exchange-correlation energy is expressed as a function of both:

EGGA
xc [ρ(r)] =

∫
ρ(r)εGGAxc (ρ(r), |∇ρ(r)|)dr (2.61)

This improves the accuracy of the calculations such as to calculate the bond lengths and lat-

tice constants of the systems. However, It fails to predict the properties of large atoms (5d

transition elements). In the next step of development is to include the fourth-order gradient

expansion of the exchange-correlation energy. This can be achieved by incorporating the addi-

tional semi-local information via the Laplacian of the electronic density. This improvement is

called as meta-GGA. The local and semi-local functional underestimate the band gap results,

since these approximations unable to completely resolve the self-interaction error in the Hartree

term. There exists more advanced functional, where the improved accuracy of the calculations

comes at the cost of computational time. To construct the hybrid functionals, some fraction of

exact exchange from Hartree-Fock theory is combined with the exchange-correlation energy

that comes from LDA/GGA [118]. This approach helps to correct the self-interaction error.

The exchange-correlation energy can be written as:

Ehyb
xc = αEHF

x + (1− α)EDFT
x + EDFT

c (2.62)

where α denotes the fraction of the exact exchange that comes from Hartree-Fock theory and

the rest from a local/semi-local functional. In hybrid functional, the Coulomb interaction term
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Figure 2.5: Schematic diagram of Jacob’s ladder of density functional theory with different approxima-

tions for exchange-correlation energy.

involves the short-range and long-range parts, which demands more computational resources.

To conquer this problem, Heyd, Scuseria, and Ernserhof (HSE) [123] have proposed that the

exact exchange term can be determined for short-range interactions (where they are most diffi-

cult) and come to the local/semi-local functional for longer ranges. A screening mechanism is

introduced to speed up the calculation of the Hartree-Fock exchange.

1
r

= 1− erf(ωr)
r︸ ︷︷ ︸

SR

+ erf(ωr)
r︸ ︷︷ ︸

LR

(2.63)

where screening parameter ω represents the range of the interactions and the error function is:

erf(ωr) = 2√
π

∫ ωr

0
e−x

2
dx (2.64)

In case of PBE0 functional [124], ω = 0, where the long-range (LR) term vanishes and the

short-range (SR) term is exactly the full Coulomb potential. The HSE functional becomes the

purely (semi)local approximation at very high values of ω. In HSE06, the PBE [121]correlation

is considered and the exchange-correlation energy can be expressed by:

EHSE
xc = αEHF,SR

x (ω) + (1− α)EPBE,SR
x (ω) + EPBE,LR

x (ω) + EPBE
c (2.65)
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Figure 2.6: Schematic illustration of self-consistent loop for the solution of the Kohn-Sham equations.

In case of HSE calculation, α = 1
4 and ω = 0.11 bohr−1 have been suggested as the good

choice to obtain the band gaps for small band gap and metallic systems. We have used these

values for the calculations. The different approximations to the exchange-correlation energy

are shown in terms of accuracy and computational time in Figure 2.5. In the present thesis

work, we have used the semi-local (Perdew-Burke-Ernzerhof (PBE) version of GGA [121])

and non-local (hybrid, PBE0, GW [125]) functionals to perform the calculations. The single

particle-like Kohn-Sham equations are solved self-consistently by evaluating the effective po-

tential Veff (r) starting from the initially guessed electron density ρ(r) as an input. The scheme

to solve the Kohn-Sham equations is summarized in Figure 2.6. There are many codes avail-

able to perform the DFT calculations. In present work, FHI-aims [126] (Fritz Haber Institute
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ab initio molecular simulations) and VASP (Vienna Ab initio Simulation Package) codes are

employed [127, 128, 129]. Particularly, FHI-aims code is efficient for molecular systems and

nanostructures with high numerical accuracy.

2.11 Basis set

As discussed earlier, we enable to map some observables of the many-body problem to cor-

respond observables in an effective single-particle problem. However, there is the question of

handling of an infinite number of non-interacting electrons moving in the static potential of

an infinite number of nuclei. Therefore, a wavefunction must be calculated for each of the

infinite number of electrons in the system, and, since each electronic wavefunction extends

over the entire solid, an infinite basis set is required to expand each wavefunction. Both these

problems can be taken care of by performing calculations on periodic systems and applying

Bloch’s theorem to the electronic wavefunction. This section briefly describes (i) pseudopoten-

tials in combination with the plane wave basis set and (ii) the projector augmented wave (PAW)

method. Three main categories of methods based on the basis sets are:

1. Localized Atomic like orbitals

• Semi-empirical Tight Binding Method

• Linear Combination of Atomic Orbital [LCAO]

• Linear Combination of Gaussian Orbital [LCGO]

• Numerical Approach [Order-N methods]

2. Plane Waves and Grids

• Pseudopotential Methods

• Orthogonalized Plane Wave Method (OPW)

• Projector Augmented Wave (PAW)

3. Augmentation of Muffin-Tin or Atomic Sphere Method

• Augmented Plane Wave Method

• Green’s Function Approach or Multiple Scattering Approach, e.g. KKR approach
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• Linearized Method; LMTO, LAPW, ASW

In practice, to solve the many-body problem, one needs to select one-electron orbitals (basis

functions) to form the electronic wavefunctions using linear combination of these functions.

The efficiency and accuracy of a method highly depend on the choice of basis functions. Com-

putationally, the plane wave based approach is much more efficient to calculate for periodic

systems.

2.11.1 The Plane wave basis set

Bloch theorem enables us to solve the Schrödinger equation for the periodic systems. The most

common approach is to use the plane wave based basis set for periodic systems. The plane

wave function based on Bloch theorem can be written as follows:

Ψk(r) = uk(r)eik.r (2.66)

ρ(r) ≈
∑
k

|Ψk(r)|2 (2.67)

where uk(r) represents a basis set function having the same periodicity as the supercell.

uk(r + n1a1 + n2a2 + n3a3) = uk(r) (2.68)

here, n1, n2, n3 can be any integers. Thus, using periodicity, it is possible to solve the Kohn-

Sham equations for each value of k independently. The space of k vector is known as the

reciprocal space (also called momentum space or k-space). The values of k are set to be within

primitive cell of the reciprocal lattice, which is named as first Brillouin zone (BZ). BZ can

be divided for the k-mesh in different ways. In this thesis, Monkhorst-Pack grid is used for

defining the k-point grid in the BZ [130]. The reciprocal of a reciprocal lattice vector is the real

space lattice vector. Kohn-Sham orbitals are expanded in the plane wave basis set as follow:

unk(r) =
∑

G

Cnk,Ge
iG.r (2.69)

where G represents the reciprocal lattice vectors of the system. n and k denote the band index

and wavevector in the first Brillouin zone, respectively. The electronic wavefunctions can be

represented as sum of plane waves:

φnk(r) =
∑

G

Cnk,Ge
i(k+G).r (2.70)
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where, Cnk,G is the expansion coefficient, which decreases as |G|2 increases. Therefore, the

infinite series in equation 2.70 can be truncated to include the plane waves up to the cutoff

energy (Ecut) according to equations 2.71. In practice, one needs to perform the convergence

tests in order to find extent of Ecut that is sufficient to compute the ground state energy and

density with desired accuracy and efficiency. The disadvantage of using plane waves is that it

requires rapid oscillation of the wave function near the core region. One can choose different

types of basis set to expand the unk function.

|k + G|2

2 ≤ Ecut (2.71)

The number of plane waves (NPW ) needed for the expansion of a wavefunction is largely

depend on Ecut:

NPW = V E
3
2
cut

6π2 (2.72)

where V denotes the volume of the real space lattice.

2.11.2 Numeric atom-centered basis functions

In FHI-aims [126], the form of basis functions are considered to be numeric atom-centered

orbitals (NAOs):

φi(r) = ui(r)
r

Ylm (2.73)

where the radial shape ui(r) is numerically tabulated part, due to this the basis functions be-

come very flexible. The numerical solutions of Schrödinger-like radial equations can be deter-

mined as follow: [
−1

2
d2

dr2 + l(l + 1)
r2 + vi(r) + vcut(r)

]
ui(r) = εiui(r) (2.74)

where potential vi(r) determines the main behavior of ui(r) (such as free-atom like, Hydrogen-

like, free-ions, Gaussians-like), and a confining potential vcut(r) ensures the smooth decay of

each radial function, which should be zero outside a cutoff radius. This helps to prevent slow-

ing down of the calculations due to irrelevant tails of the function, and allows to construct the

element-dependent basis sets, which are tightly packed while retaining transferability. Each

radial function ui(r) is strictly localized inside the given radius. Ylm is the angular momentum

part. To compose the minimal basis set in FHI-aims, the numerical solutions of a Schrödinger-

like equation for spherically symmetric free atoms are used. These minimal basis sets consider
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the wavefunction oscillations around the nucleus, thereby they facilitate the all-electron treat-

ment greatly. It is preferable for bigger basis sets to consist of all smaller ones to guarantee

accurate convergence. Bigger basis sets in FHI-aims are constructed by starting from smaller

basis sets and expanding these by addition of basis functions from a large pool of radial func-

tions.

2.11.3 Plane wave pseudopotential method

Figure 2.7: Schematic diagram of an all-electron wavefunction (solid line) and the corresponding pseudo

wavefunction (dashed line) and together with the respective pseudopotential and external Coulomb po-

tential [5].

In spite of the tremendous progress that have been made for solving the Kohn-Sham equa-

tions, obtaining a solution still remains computationally very challenging, since the wavefunc-

tion requires to be known for each of the N electrons. Moreover, the valence wavefunctions of

the core region of atoms oscillate rapidly due to highly localized nature of the core states. This

implies that the kinetic energy corresponding to these valence states are very high. Therefore,

the large number of plane waves and a large Ecut are essential for good representation of these
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fast oscillations, which make calculations very expensive. The computational cost can be alle-

viated significantly by using the pseudopotential approximation. The underlying fact is that the

most of the physical properties of solids are mainly ascribed to the valence electrons. Under this

assumption, the core electrons are not considered explicitly in the calculation. The effect of the

strong core potential is approximated by the pseudopotential (VPseudo). Here, the electrons are

separated into core and valence electrons by defining a core radius rc as shown in Figure 2.7.

The extent of core radius determines the hardness and softness of the pseudopotential. Small

rc leads to hard pseudopotential and large core radius results to ultrasoft potentials. Here, the

valence wavefunctions in the core region are also substituted by a set of pseudo wavefunc-

tions ( ΨPseudo) and VPseudo works on ΨPseudo rather than the true all-electron wavefunctions

[122, 118, 131]. The ΨPseudo and all-electron wavefunction become identical beyond the cutoff

radius rc. A further advantage of pseudoptentials is that relativistic effects can be implemented

easily into the potential while treating the valence electrons non-relativistically. There are var-

ious types of pseudopotentials used in DFT calculations, which are discussed below.

2.11.4 Norm-conserving pseudopotential

In norm-conserving pseudopotential, the pseudopotential (and wavefunctions) are formed to be

equal to the actual potential (and wavefunctions) outside the core radius. Inside rc, the pseudo

wavefunctions are not same as the true wavefunctions, whereas the norm is restricted to be

equal. ∫ rc

0
r2ΨPS∗(r)ΨPS(r)dr =

∫ rc

0
r2Ψ∗(r)Ψ(r)dr (2.75)

The wavefunctions and eigenvalues differ for different angular momenta, l, which implies that

the pseudopotential has to be l dependent. This potential is often called semi-local. Particularly,

the norm-conserving condition ensures the transferability of the pseudopotential, which enables

to describe the scattering properties of an ion in different chemical environments [132].

2.11.5 Vanderbilt Ultrasoft pseudopotential

In Ultrasoft pseudopotentials the norm-conserving constraint has been relaxed to reduce the

basis-set size. In this scheme, the pseudo wavefunctions should be similar to the all-electron

wavefunctions beyond the cutoff radius (rc). However, inside rc, they are considered as soft

as possible, thereby the constraint of norm-conservation is eradicated to accomplish this. In-
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stead of representing the full valence wavefunction by plane waves, only a small portion of the

wavefunction is calculated within this pseudopotential scheme. This substantially reduces the

cutoff energy of plane wave. The extent of cutoff radius can be increased without sacrificing

the transferability of the ultrasoft pseudopotential. An intriguing feature of this pseudopotential

is that in the self-consistent cycles, the contribution of the augmenting charge inside the sphere

(< rc) evolves along with the wavefunctions. This charge contributes to the potential used in

the Kohn-Sham equations. The evolution of the augmenting charge during the calculation and

its contribution to the potential allow to use relatively large values of rc in the Vanderbilt con-

struction [133]. This results in very soft pseudopotentials, without loosing the accuracy of the

calculation.

2.11.6 Projector augmented-wave method (PAW)

Projector augmented wave (PAW) method has been developed by Peter Böchl in 1994, which

combines the pseudopotential and linear augmented plane wave methods into a unified descrip-

tion [134]. Since the valence wavefunctions oscillate rapidly near the nucleus to accomplish

the requirement of being orthogonal to core states, many Fourier components are needed to

construct the wavefunctions accurately. Moreover, the orthogonal condition for wavefunctions

assures that Pauli principle is being satisfied to have the unique and independent wavefunctions.

The PAW method replaces the fast oscillating wavefunctions with smooth wavefunctions, that

helps in reducing the computational workload. In this method, the wavefunction is divided into

two portions as the partial wave in a sphere around the atom known as the augmentation region

and outside the sphere as the interstitial region. In PAW potentials, the rc is smaller, hence it

requires higher Ecut energy and larger basis sets, which increase the computational demand,

but provide the better description of the many-body system as they reproduce the nodes in the

core area. Let us suppose the Hilbert space of all wavefunctions, that are orthogonal to the core

states. Since it is tough to treat the core region numerically due to rapid oscillations, we can as-

sume the pseudo-Hilbert space that includes functions without any rapid variations. The linear

transformation operator (T ) links both the spaces. Using this operator, the true wavefunction

(|Ψ〉) can be mapped to pseudo wavefunction (|Ψ̃〉):

|Ψ〉 = T |Ψ̃〉 (2.76)
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We can write the operator T in the form:

T = 1 + T0 (2.77)

where T0 works in the augmentation region around the atom. Let’s consider a set of functions

|φi〉 and |φ̃i〉 to represent the all-electron partial waves and pseudo partial waves, respectively.

Since both the wavefunctions are complete within the augmentation region, we can define the

operator T as follow:

|φi〉 = (1 + T0)|φ̃i〉 (2.78)

From equation 2.78, we can deduce that outside the augmentation region both all-electron

and pseudo partial waves will be equal, as T0 acts only within the augmentation region. The

set of pseudo partial waves is complete in the augmentation region, therefore, each pseudo

wavefunction (Ψ̃) can be written in terms of the pseudo partial waves (φ̃i):

|Ψ̃〉 =
∑
i

ci|φ̃i〉 (2.79)

where ci’s are the expansion coefficients. This pseudo wavefunction is then mapped by T into:

T |Ψ̃〉 = |Ψ〉 =
∑
i

ci|φi〉 (2.80)

by subtracting the equation 2.79 from equation 2.80, we can obtain the all-electron wavefunc-

tion:

|Ψ〉 = |Ψ̃〉 =
∑
i

ci(|φi〉 − |φ̃i〉) (2.81)

Due to linear operator T , the coefficients ci should be linear functionals of |Ψ̃〉. Projector

functions probe the character of the wavefunction viz. s, p, and d-type. The general form of

a linear function can be expressed as the scalar product with some constant function. This

function is represented by (〈p̃i|) that refers as a projector function. Thus, we can write:

ci = 〈p̃i|Ψ̃〉 (2.82)

The pseudo partial waves form a complete basis, hence:

ci = 〈p̃i|φ̃j〉 = δij (2.83)

Now, the projection operator T can be written as:

T = 1 +
∑
i

[|φi〉 − |φ̃i〉]〈p̃i| (2.84)
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The expectation value of any local operator O can be defined in terms of pesudo functions

〈Φ̃i|Õ|Φ̃i〉, where Õ is pseudo operator:

Õ = T †OT = O +
∑
ij

|p̃i〉[〈φi|O|φj〉 − 〈φ̃i|O|φ̃j〉]〈p̃j| (2.85)

Employing these approximations, the numerical solution of the many-body problem becomes

doable. The smooth pseudo wavefunctions can be expressed with a small set of plane waves.

Further, the integrations for rapidly varying partial waves can be performed on a radial grid

as these functions are the product of a radial function and a spherical harmonic. In this the-

sis, electronic structure calculations have been performed using the PAW method and these

calculations are performed using Vienna Ab initio Simulation Package (VASP) [127, 128, 129].

2.12 GW method

Density functional theory (DFT) is a powerful tool to predict the ground state properties of

the existing and new materials. However, it fails to describe the excited state properties of

the many-body system. Therefore, to investigate the excited state properties of the system,

one needs to go beyond the single particle approach. Usually, the electronic properties are

examined by the photoemission and inverse photoemission spectroscopies, which include the

addition/removal of an electron to/from the system. There is no direct theorem to link the

Kohn-Sham orbitals’ energies to the energies of electron addition and removal. In the process

of photoemission or inverse photoemission, electrons in excited states are strongly interacting

particles. The single-particle Green’s function describes the propagation of a removal or an

addition of an electron in the system. In many-body perturbation theory, the Green’s function

is described by the self-energy which is complex, non-local and energy dependent. The real

part of the self-energy describes the energy change of the electron/hole moving through the

system from one point to another and the imaginary part of the self-energy describes the lifetime

of the particle. The solution of the quasiparticle equation leads to the eigenfunctions and the

eigenvalues of the single-particle excitations [125, 135, 136]. The following equation describes

the Quasiparticle behavior:

(−∇
2

2 + Vext + VH)ΨQP (r) +
∫
dr
′Σxc(r, r

′ ; εQP )ΨQP (r′) = εQPΨQP (r) (2.86)

In GW method the reference Hamiltonian is most commonly used Kohn-Sham orbitals as the
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Figure 2.8: Representation of spectral function for non-interacting single particle excitation and inter-

acting many particles excitation.

starting input. The Lehmann (spectral) representation of the green function (G):

G(r, r′ ; ε) = lim
η→0+

∑
s

Ψs(r)Ψ∗s(r
′)

ε− εs + iηsgn(εs − µ)
(2.87)

where εs is the charged excitation energies of the system having N -electron.

εs =


EN+1 − EN if εs > µ

EN − EN−1 if εs < µ

The imaginary part of the Green’s function defines the spectral function, which describes all

the probabilities to reach the final state.

A(ε) = −1
π

∫
dr lim

r′→r
ImG(r, r′ ; ε) (2.88)

A(ε) = ImGk(ε) ≈
Zk

ε− (εk + iΓk)
(2.89)

Electron’s lifetime is infinite during the process of electronic excitation as it does not decay.

Therefore, we observe a delta function that corresponds to each transition. However, contrary

to this, in experimental observations the peak is observed with certain broadening, as shown in

Figure 2.8. This can be explained as, many electrons are excited rather than a single electron

in the process and each excitation contributes a delta function with closely spaced energetics.

This gives rise to a peak that has finite width. This peak seems a single particle-like and we

called it quasiparticle peak as shown in the right panel of Figure 2.8. Hence, we can attribute

the three fundamental factors from the excited spectrum; we called quasiparticle energy (εk)

to the peak position, inverse of the life-time (Γk) is defined by width of peak and Zk is quasi-

particle weight. The another perspective to see the quasiparticle is illustrated in Figure 2.9.
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When we bring the sample in light and kick out an electron from it, then this electron creates

a hole behind it. Over the time when system evolves, the negative charge will screen out the

positive charge. Hence, the combination of hole and its surrounding charge form an entity, that

we identify as a quasiparticle (QP) and now this whole entity will move through the system.

The QP weakly interacts with the rest of system via screened Coulomb potential (W). QP ener-

gies are evaluated by Green’s function methods within the many-body perturbation theory [17].

Where the concepts of polarization and screening are described. In particular, the polarization

Figure 2.9: The representation of excitation peaks for the noninteracting particle and the quasiparticles.

will be translated to polarization response function and screening will be represented by the

dielectric function. The exact Green’s function contains two parts: the interacting and non-

interacting Green’s function. The non-interacting function is evaluated from DFT. Then the

Dyson equation relates self-energy with non-interacting function thereby achieving full inter-

acting function. The relation between the interacting and the non-interacting Green’s function

is given by Dyson’s equation as follow:

G−1 = G−1
0 − Σ (2.90)

The Dyson equation is used to describe all the scattering processes during the excitations and

the self energy defines the sum of all possible single scattering processes. If an electron is

removed or added to the system, the rest of the electrons try to adjust themselves to the new
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state, where the self energy plays the crucial role. Moving electron feels a repulsion from the

other electrons which in turn polarizes and changes the potential. During the excitation process

the infinite number of scattering occurs in the system and it becomes arduous to determine the

self energy. In 1965 Hedin proposed a set of equations to perform GW , whose self-consistent

solution can provide the exact self-energy of the interacting problem. Although, the exact

solution of Hedin’s equations are not tractable even for the simplest homogeneous electron

gas system. However, by knowing the exact theory we can make the systematic improvable

approximations. The most simplest one is the GW approximation.

Exact solution-Hedin’s Equations:

P (12) = −i
∫
d(34)G(13)G(41+)Γ(342) (2.91)

Σ(12) = i
∫
d(34)G(14+)W (13)Γ(423) (2.92)

Γ(123) = δ(12)δ(13) +
∫
d(4567) δΣ(12)

δG(45)G(46)G(75)Γ(673) (2.93)

W (123) = v(12) +
∫
d(34)W (13)P (34)v(42) (2.94)

Dyson equation to relate the Green’s function (G) and the self-energy (Σxc) as given:

G(12) = GKS(12) +
∫
d(34)GKS(13)Σ(34)G(42) (2.95)

where P , G, Σ and Γ are the polarizability, Green’s function propagator, self energy and vertex

function. The vertex function which includes the derivative of self-energy w.r.t green function,

makes the solution prohibitively expensive and, also demands huge memory. Therefore, in the

GW approximation, the vertex corrections are excluded to make the equations solvable.

Γ(123) = δ(12)δ(13) (2.96)

Σ = iGW = Σx + Σc

= iGv + iG(W − v)
(2.97)

The irreducible polarizability is derived using random phase approximation (RPA):

P (r, r′ , ε) = i

2π

∫
dεeiωηG(r, r′ , ε+ ε

′)G(r, r′ , ε) (2.98)
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Figure 2.10: The Hedin’s pentagon. The vertex function (Γ) is ignored in GW approximation.

The dielectric constant is obtained by:

ε(r, r′ , ε) = δ(r − r′)−
∫
dr
′′P (r, r′′ , t)
|r′′ − r′ |

(2.99)

If we know the dielectric function (ε) then we can determine the W . This describes how the

quasiparticle interact with rest of the system via screened coulomb interaction. The screened

coulomb interaction:

W (r, r′ , t) =
∫
dr
′′ ε−1(r, r′′ , t)
|r′′ − r′|

(2.100)

In GW approximation the self-energy can be obtained as:

ΣGW (r, r′ , ε) = − i

2π

∫
dεeiεηG(r, r′ , ε+ ε

′)W (r, r′ , ε) (2.101)

Here, Green’s function G(r, r′ , ε) is propagator to describe the motion of quasiparticle, and

W (r, r′ , ε) is the screened interaction. Self-energy is the energy that the quasiparticle feels due

to its own presence. That is energy contribution induced by the presence of the particle itself.

By knowing all the building blocks, we can now calculate the quasiparticle energies by solving

the equation 2.86. The GW self-energy can be used to perturbatively correct the DFT or HF

eigenvalues by means of the quasi-particle equation: The quasi-particle energies are evaluated

perturbatively on top of a preceding DFT, therefore GW method highly depends on the starting

point calculations.

εQPi = εKSi − 〈ψKSi |V KS
xc − ΣGW

c (εQPi )− Σx|ψKSi 〉 (2.102)

where Σx denotes exact-exchange operator, ΣGW
c is the correlation part of the GW self-energy.

V KS
xc represents the exchange-correlation potential of the preceding DFT calculation, there cor-
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responding eigenvalues and eigenvectors are εKSi and ψKSi . The most common scheme is the

single-shot G0W0, which gives the band gap/fundamental gap the system that is in good agree-

ment with the experimental results [137, 138].

2.13 Geometry optimization

Geometry optimization is performed to search the equilibrium configuration of a system from

an arbitrary starting geometry in which all the atoms are arranged in the ground state. Achiev-

ing the lowest energy structure is the primary step in the modeling of materials. The atoms

within the unit cell/supercell move as per the Hellmann Feynman forces until the total energy

is minimized [139]. The local energy minimum is achieved when the force on each atom is

equal to zero or lower than a given threshold value. The Hellmann-Feynman force acting on

the I th atom is given by the following expression:

FI = − ∂E

∂RI

(2.103)

where E is the total energy of the system. RI denotes the position of I th atom.

FI = − ∂

∂RI

〈Ψ|H|Ψ〉

= −〈Ψ| ∂H
∂RI

|Ψ〉 − 〈 ∂Ψ
∂RI

|H|Ψ〉 − 〈Ψ|H| ∂Ψ
∂RI

〉
(2.104)

Here, Ψ is an eigenfunction of H .

FI = −〈Ψ| ∂H
∂RI

|Ψ〉 − E〈 ∂Ψ
∂RI

|Ψ〉 − E〈Ψ| ∂Ψ
∂RI

〉

= −〈Ψ| ∂H
∂RI

|Ψ〉 − E ∂

∂RI

〈Ψ|Ψ〉
(2.105)

Since Ψ is normalized (〈Ψ|Ψ〉 = 1), the last term in the above expression vanishes, the force

on the I th atom can be expressed as:

FI = −〈Ψ| ∂H
∂RI

|Ψ〉 (2.106)

There are two main factors which affect the use of aforementioned method. One is the errors

due to non self-consistency and another is the explicit dependence of the basis functions on the

position of ions. The latter gives rise to the Pulay forces. These issues must be treated to avoid

the additional errors in the calculations. The detailed discussion can be found in Ref. [118].
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2.14 Nudged Elastic Band method (NEB)

The NEB method is used to find the saddle points and minimum-energy path (MEP) between

two known local minima: the reactant and product of a reaction step [140, 109]. The MEP de-

fines the reaction coordinate for transition process, e.g. chemical reactions, diffusion processes,

atomic exchange processes and changes in conformation of molecules [141]. A saddle point

is the maximum along the MEP, which determines the activation energy barrier. This quan-

tity has central role for calculating the transition rate within harmonic transition state theory.

Once, the local minima (reactant and product) are known, a set of images are constructed by

a linear interpolation between them. These images are linked together with a spring interac-

tion (forming an elastic band) to form a path, and then the energy of each image is minimized

to obtained the correct MEP. There are two major issues in the traditional elastic band (EB)

method: the sliding-down and the corner-cutting problem [142, 143]. The first problem occurs

due to smaller spring constant, where true force along the path slides away the images from

the barrier region towards the minima, thereby reducing the resolution around the saddle point

region. In case of higher spring constant the spring forces perpendicular to path tend to prevent

the images from the true MEP, thereby the saddle point cannot be located accurately. Hence,

the convergence of saddle point highly depends on the choice of spring constant. Therefore,

“nudging” scheme has been proposed, where the parallel component of the true force and the

perpendicular component of the spring force have been eliminated. Subsequently, the total

force on each image is the sum of the true force perpendicular to the local tangent and the

spring force along the local tangent. Let’s consider an elastic band with N+1 images [R0, R1,

R2, ..., RN ], where the end points, R0 and RN , are the local minima correspond to initial and

final states. The forces acting on image i are shown in Figure 2.11 and can be expressed as

follow:

Fi = Fsi |‖ −∇E(Ri)|⊥ (2.107)

The converged configuration of the images which lie on the MEP satisfies the following condi-

tion: ∇E(Ri)|⊥ = 0. The true force is:

∇E(Ri)|⊥ = ∇E(Ri)−∇E(Ri).τ̂i (2.108)
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where E denotes the energy of system, which is the function of all the atomic coordinates. τ̂i

represents the normalized local tangent for image i. The spring force is given by:

Fsi |‖ = k(|Ri+1 − Ri| − |Ri − Ri−1|)τ̂i (2.109)

where k depicts the spring constant. If the spring constant of each spring is equal then images

Figure 2.11: Schematic diagram to show the various forces acting on the elastic band during the opti-

mization [6].

converge to the MEP with same spacing. The variable spring constants can be adopted to

attain more resolution in the MEP near the saddle point as compared to the end points. The

idea to do so, is that the spring constant depends on the energy of the images. Images with

low energy can be connected via weaker spring constant, whereas the images close to the

saddle point will be linked with stronger spring constant [37]. However, NEB method have

resolved both the shortcomings caused by the EB method, there still exists a major drawback

that the transition state is not always captured in the MEP. Hence, further modification is done

to the NEB method for finding the exact transition state and obtaining the precise barrier, that

is called the climbing image NEB (CI-NEB) method. Moreover, this improvement does not

increase any computational cost significantly. In this scheme, after running few iterations of

the regular NEB, the image with the highest energy imax is identified. At this image the forces

act differently. This image does not experience any spring force and the true force acts along

the inverted direction of elastic band. This image is known as the climbing image. The force
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acting on imax image can be given by:

Fimax = −∇E(Rimax) + 2∇E(Rimax)|‖

= −∇E(Rimax) + 2∇E(Rimax).τ̂iτ̂i
(2.110)

Due to this reversed force, the climbing image becomes the energy maximum along the path

and energy minimum in all directions perpendicular to the path. Hence, CI-NEB ensures the

accurate convergence of the MEP and locate the saddle point precisely. Therefore, CI-NEB is

more appropriate choice to opt for searching transition state of chemical reactions. Further, the

activation energy of the transition can be determined by taking the energy difference between

the reactants and the transition state.

2.15 Cascade genetic algorithm

The Genetic Algorithm (GA) is an optimization technique based on the natural evolution

process, which is widely used in science and technology to determine the global minima

[144, 145, 146, 147, 148]. In this thesis work, we have used a massively parallel cascade

genetic algorithm (cGA) to thoroughly scan the potential energy surface (PES) to locate all

possible low-energy structures (including the global minimum) of metal oxide clusters [82]. In

cGA approach, successive steps employ increasingly more accurate level of theories and each

of the next level takes information obtained from its immediate lower level. This way, struc-

tural information is passed between steps of the cascade, and certain unfit structures are filtered

out to speed up the scanning. The general steps involved in cGA are shown in the Figure 2.12.

In the first step of employed algorithm, a random pool is formed by creating the random struc-

tures with the constraint that the closest distance between neighbor atoms should be larger than

1.21Å. The further step consists of local optimization which is computationally expensive and

time consuming part of the algorithm, in particular at the ab initio level, where several energy

and force optimization takes place. Therefore, the local optimization of initial pool is per-

formed with the semi-local functionals using lower-level settings to alleviate the computational

cost. The best fitted structures within the energy of 2.5 eV from the first level are passed to next

level of cascade, where selected structures are relaxed with higher-level settings. Subsequently,

their single point energies are evaluated by using hybrid functionals with higher-level settings.

Using these energetics, the normalized fitness value ρi is assigned to each ith cluster which is
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Figure 2.12: Flow chart of cascade genetic algorithm.

determined as follows:

ρi = εi
Σiεi

(2.111)

where εi is the relative energy of the ith cluster. It is defined as:

εi = Emax − Ei
Emax − Emin

(2.112)

where Ei is the total energy of the ith cluster of the population. The Emin and Emax represent

the lowest and highest total energies in the population pool, respectively. According to the

above condition, it is clear that low energy (i.e. more negative value) clusters have high fitness

and clusters with high energy (less negative value) have low fitness.

0 < ρi < 1

If Ei = Emax, then the corresponding ρi = 0 which means poor fitness. On the basis of the

fitness function, two structures are selected from the pool for crossover and mutation. Higher

the fitness function, higher is the probability of selection of the structure from the pool. The

validation of efficiency and accuracy for different level of theory as well as setting (w.r.t more
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advanced theory) for cGA is discussed in details in Ref [82]. Note that the accurate choice of

functional for estimation of fitness function is essential for a meaningful scanning of the PES.

The fitness function determines the selection probability of structures from the pool for mat-

ing operators (crossover and mutation) to generate structures of next generation. A particular

structure with higher fitness value has the higher possibility to be selected from the pool which

increase the probability of retaining the winning structural features during the evolutionary pro-

cess. The performance of cGA highly depend on the selected crossover operators. Here, we

have incorporated three types of crossover to get the optimum results as early as possible in

the minimum scanning time. Each crossover operator has some advantages and disadvantages

under different conditions. In first crossover scheme, two selected individuals are randomly

rotated around their center of geometry, which is fixed at the origin of the coordinate axes.

After the random reorientation, we select a plane to cut the parents in such way that each halve

(above and below the plane) has equal number of atoms (as shown in Figure 2.13). The new

Figure 2.13: Illustration of crossover and mutation operators. A and B represent the different types of

species in the structure.

structure is formed by combining the upper fragment of one parent with the lower fragment

of another parent. After assemblage, the mutation operator (translation) is applied to avoid

interatomic distances that are too close between two atoms. Note that we have used two types

of mutation operators: (a) a rigid translation of the two halves, (b) an exchange of the atom

species without altering their coordinates. The latter one is used to preserve the stoichiometry

of the newly assembled structure as well as to maintain diversity into the genetic pool. This
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crossover scheme is efficient in generating new candidates with the correct composition. Sec-

ond type of crossover is similar to the Deaven and Ho cut-and-splice crossover operator [149].

After the reorientation, the parents are cut by random plane, then the complementary halves are

combined together. The stoichiometry of newly formed offspring is checked, if it is not pre-

served, we reject it and select new parents, and follow the operation until the offspring contains

required stoichiometry. The main advantage of this operator is to transfer the winning features

of the parents in the newly generated structure. However, it takes many attempts to obtain an

optimum candidate due to many rejecting trials. In third crossover scheme, we take one type

of atoms from one parent and other atoms from another parent. This crossover introduce more

diversity into the population.

Following this, we also allow few selection of structures with high ρi for mating operators

to prevent the pre-convergence to a local minimum of GA scheme. After performing local op-

timization for the offspring with higher-level settings, energies and radial distribution function

are used to examine the uniqueness of newly assembled structure against the existing structures,

to avoid filling of duplicate candidates in the pool. Note that, new candidate is skipped if its

copy already exists otherwise it is included in the pool by optimizing at higher-level settings.

This process continues until the convergence criteria is achieved. Note that there is not any

particular criteria to decide the convergence limit of a global scanning. An operative criteria is

to run the cGA for a long time until no significant improvements in the fitness value is achieved

than the current optimal one. In our case, we have scanned for at least double the time needed

to find the actual GM. Further, if new updated lowest minima has not seen in the process, we

can assume that the global minimum have obtained in the scanning. More details on bench-

mark and validation of the cascade GA can be found in Ref [82]. In cGA, the fitness criteria is

decided by calculating the energetics at the hybrid level, therefore, its gives the more reliable

scanning of all low energy isomers.

2.16 Ab initio atomistic thermodynamics (aiAT)

DFT has become a standard tool for electronic structure calculations to understand the ground

state properties at zero-temperature and zero-pressure, and using the DFT results can provide

detailed information in the microscopic regime. The results from DFT are then combined with

the concepts of thermodynamic and statistical mechanics to study the properties of materials in
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meso- and macroscopic regime. Hence, ab initio atomistic thermodynamics bridges the connec-

tion between the microscopic and macroscopic regimes [105, 150]. The key idea to employ the

ab initio atomistic thermodynamics is to describe the materials properties at finite temperature

and pressure. From the DFT inputs, we aim to evaluate appropriate thermodynamic potential

functions namely the Gibbs free energy and Helmholtz free energy. We are able to describe the

macroscopic properties of the system using the concept of thermodynamics, if we know any

one of the free energies. The main advantage of this methodology is that we can apply it to the

larger systems by dividing it into smaller subsystems that hold the equilibrium condition with

each other. In thermodynamic equilibrium, subsystem can be described with thermodynamic

quantities of internal energy (E), entropy (S), volume (V), the number of particles (N), and the

chemical potential (µ).

2.16.1 Thermodynamic potentials

There are four thermodynamic potentials, which are defined as: (i) Internal energy, U (ii)

Helmholtz free energy, F = U - TS (iii) Enthalpy, H = U + pV (iv) Gibbs free energy G =

U + pV - TS = H - TS = F + pV. In thermodynamics, these four potentials U, F, H and G play

the same role as the potential energy has in mechanics. We use Helmholtz free energy, F, to de-

scribe a system with constant T, V, and N. Whereas Gibbs free energy, G, is used to address the

system at constant T, p, and N. The Gibbs free energy is minimum for a system in equilibrium.

2.16.2 Free energy of formation

In real life situations, any catalytic process takes place at a finite temperature and pressure of the

reactant gases. In reactive atmosphere (composed of gas phase molecules), clusters (catalyst)

adsorb the ligands which in turn form the new stable phases. The resulting configurations will

depend on the conditions at which the experiment is performed, viz. the temperature and partial

pressure of the gas phase reactants. By using the concept of ab initio atomistic thermodynam-

ics, we can predict which phase will be favorable by determining the formation free energy of

each configuration as a function of T and p. Theoretical studies of the environmental effects

(T , p) on the stability of materials have already been developed and employed for bulk semi-

conductors [105, 150], to study the adsorption on metal-oxide surfaces [151, 152, 106, 107].

We call it the ab initio atomistic thermodynamics. This methodology has been extended for

gas-phase clusters placed in an reactive environment as well [108, 82, 153].
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Figure 2.14: Schematic representation of the system: a cluster in gas phase environment of oxygen.

The application of aiAT proceeds along the following steps:

• Calculate the free energy of structures that are found in the cGA-scan.

• Compare the relative thermodynamical stability of those structures as a function of (T ,

p), i.e. construct phase diagrams.

• Identify the most relevant structures, that comes out to be the most stable at a given

experimental condition.

• Find the chemical connections between them.

In our work, ab initio atomistic thermodynamics yields phase diagrams, which assist us to

identify the structures that are probably relevant for catalysis at the realistic temperature and

pressure of interest.

∆Gf (T, pO2) = Fcluster+ligands(T )− Fcluster(T )− zµO (T, pO2) (2.113)

where, Fcluster+ligands and Fcluster are the free energies of the cluster+ligands and of the pristine

cluster, µO is the chemical potentials of oxygen and z represents the number of oxygen atoms

in the cluster. The chemical potential of oxygen is µO = 1
2µO2 . By minimizing the Gibbs free

energy of formation (∆Gf (T, pO2)) for each configuration using the concept of aiAT, we can

determine which composition will be formed preferentially at different T and pO2 . To evaluate

∆Gf (T, pO2) from equation 2.113, we need to calculate the free energies of the cluster+ligands

and of the pristine cluster and also the chemical potential of oxygen. The free energies of the

cluster+ligands and pristine cluster are obtained from their partition functions including trans-

lational, rotational, vibrational, electronic, and configurational degrees of freedom [45,46]. The
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chemical potentials of O2 is also obtained from their partitions functions. Using equation 2.113

we find out which compositions are the most stable (lowest free energy) ones at given environ-

mental conditions (T, pO2). The concept of ab-initio atomistic thermodynamics enables us to

plot the phase diagrams.

2.16.3 Partition function

Partition function (qN ) tells that how much energy is distributed or partitioned among the vari-

ous energy levels. The average energy (U), Helmholtz free energy (F), Gibbs free energy (G),

chemical potential (µ), entropy (S), and pressure (p) can be obtained from partition function or

its derivatives. For example: U = - ∂
∂β

(lnqN), F = -kBT ln qN , G = F + pV, µ = G
N . Partition

function for discrete system:

qN =
∑
i

eβEi (2.114)

where, β = 1
kBT

, i is the index for the microstates, Ei is the total energy of the system in the

respective microstate. Partition function for continuous system:

qN = 1
hf

∫
eβEidfqdfp (2.115)

where, h is the Planck constant, f is the degree of freedom. A molecule with N atoms has 3N

degrees of freedom. Amongst 3N degrees of freedom, three are rotational and the remaining

3N -6 are vibrational for non-linear molecules. Linear molecules have two rotational degrees

of freedom and 3N -5 vibrational degrees of freedom. If particles are indistinguishable:

qN = 1
hfN !

∫
eβEidfqdfp (2.116)

Partition function of an ideal gas composed of N indistinguishable molecules:

qN = 1
N ! [q]

N (2.117)

For distinguishable molecules:

qN = [q]N (2.118)

If N = 1 (single molecule), q is the partition function of a single molecule. The different modes

of motion viz. translation (trans), rotational (rot), vibrational (vib), configurational (conf),

electronic (elect) and nuclear (nucl) contribute to the total energy of a molecule.

q =
∑

i(all−states)
e−βE

trans
i −βEroti −βE

vib
i −βE

conf
i −βEelecti −βEnucli (2.119)
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q =
 ∑
i(trans)

e−βE
trans
i

∑
i(rot)

e−βE
rot
i

∑
i(vib)

e−βE
vib
i


 ∑
i(conf)

e−βE
conf
i

 ∑
i(elect)

e−βE
elect
i

 ∑
i(nucl)

e−βE
nucl
i

 (2.120)

Hence, the partition function of a single molecule is the factorization of individual contribu-

tions, which means that we can calculate each part separately. The nuclear/electronic part can

be decoupled from the vibrational/rotational part due to Born-Oppenheimer approximation.

Further, the vibrational and rotational terms are also decoupled as both the motions happen on

different time scales.

q = qtrans × qrot × qconf × qvib × qelect × qnucl (2.121)

The different contributions as functions of temperature and pressure (T , p):

qtrans =
(

2πmkBT
h2

) 3
2

V =
(

2πmkBT
h2

) 3
2 kBT

p
(2.122)

where, m is the mass of the molecule and we have considered the ideal gas approximation. The

nuclear state is rarely changed during the chemical processes, and therefore qnucl term does not

contribute to the thermodynamical changes.

qrot = 8π2IAkBT

h2 , for linear molecules and

qrot = 8π2
(

2πkBT
h2

) 3
2

(IAIBIC) 3
2 , for non-linear molecules

qvib =
∏
i

[
e
− hνi

2kBT

(
1− e−

hνi
kBT

)−1
]

qconfl = 1
σ

qelect =
∑
i

(
Mie

− Ei
kBT

)
≈Me

−E
DFT

kBT

(2.123)

IA, IB, IC are the moment of inertia of the molecule, and νi are the vibrational frequencies of

the molecule. Note that, we have assumed the harmonic approximation to account the vibra-

tional modes. σ is the number of symmetry operations according to the symmetry point group,

which represents the number of indistinguishable orientations of the molecule. In case of di-

atomic molecules, σ = 1 for heteroatomics and σ = 2 for homoatomics. EDFT is the ground

state energy, andM is the spin multiplicity. Here, we have considered no interaction between

the first excited state and ground state.



2.16. Ab initio atomistic thermodynamics (aiAT) 64

The chemical potential of molecular oxygen as a function of temperature and pressure is

calculated as: µO2 = −kBT lnq + pV

µO2 (T, pO2) = −kBT ln
[(2πm

h2

) 3
2

(kBT ) 5
2

]
+ kBT lnpO2 − kBT ln

(
8π2IAkBT

h2

)

+ hνOO
2 + kBT ln

[
1− exp

(
−hνOO
kBT

)]
+ EDFT − kBT lnM+ kBT lnσ

(2.124)

The µ scales do not correspond to absolute chemical potentials, but rather to the change in

free energy at (T , p) with respect to the absolute zero temperature and standard pressure:

∆µO(T, p) = µO(T, p) − µref (T, p) with µref (T, p) = 1
2(EDFT + EZPE). See the appendix

for the full derivation.

The Helmholtz free energy can be obtained from the partition function as follow:

F (T ) = −kBT lnq

= F trans(T ) + F rot(T ) + F vib(T ) + F symmetry(T ) + F spin(T ) + EDFT
(2.125)

Where,

F trans(T ) = −3
2kBT ln

[(
2πmkBT

h2

)]

F
rot

non-linear
(T ) = −kBT ln

8π2
(

2πkBT
h2

) 3
2
− 1

2kBT ln(IAIBIC)

F
rot

linear
(T ) = −kBT ln

(
8π2IAkBT

h2

)

F vib(T ) =
∑
i

hνi
2 +

∑
i

kBT ln
[
1− exp

(
− hνi
kBT

)]

F symmetry(T ) = kBT lnσ

F spin(T ) = −kBT lnM

Here, a term lnV (V is a reference volume), which comes in F trans, is dropped, because it can-

cels out when taking the difference Fcluster+ligands(T ) − Fcluster(T ) to calculate the formation

free energy.

Limiting conditions on chemical potential

We see from derivations below, the µO variation (∆µO) is restricted to a finite range. There are

two limits on (∆µO) (i) O-poor limit and (ii) O-rich limit. If (∆µO) is less than the “O-poor

limit” the oxide will decompose into cluster and oxygen. Therefore, the oxide is only stable if
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the following relation is satisfied:

Fcluster+ligands(T ) < Fcluster(T ) + zµO (T, pO2) (2.126)

We can rewrite µO with respect to µref as below:

zµO = z
(
µO − µref + µref

)
= z

(
∆µO + µref

)
(2.127)

where µref = 1
2

(
E

DFT
O2 + E

ZPE
O2

)
, and EZPE

O2 = hνOO
2 , is the expression for zero point energy.

Thus, equation (3) becomes:

z∆µO > Fcluster+ligands(T )− Fcluster(T )− z

2
(
E

DFT
O2 + E

ZPE
O2

)
(2.128)

The “O-rich limit” ∆µO = 0, is a condition where oxygen gas is in equilibrium with O2 droplets,

therefore O2 droplets condensed on the clusters. Thus, another restriction on ∆µO range:

∆µO < 0 (2.129)

Combining the equations (5) and (6), we get the range of ∆µO:

Fcluster+ligands(T )− Fcluster(T )− z

2
(
E

DFT
O2 + E

ZPE
O2

)
< z∆µO < 0 (2.130)

∆µO =
(
µO − µ

ref
)

∆µO = 1
2

(
µO2 − µ

ref
)

∆µO (T, pO2) = 1
2

(
µO2 (T, pO2)− EDFT

O2 −
hνOO

2

)
We see from above expression, that the oxygen condensation limit depends on the temperature

and pressure.



CHAPTER 3

Thermodynamic stability and electronic properties of

neutral bimetallic oxide TMxMgyOz clusters

3.1 Introduction

Transition-metal (TM) nanoparticles/clusters are used as catalysts for a variety of important

chemical processes [154, 155, 156, 157, 158]. At nanoscale, the particles acquire unique prop-

erties not found in the bulk TMs. The size of the nanoparticles is an additional parameter

that affects their electronic and chemical properties and can be used to control the activity

and selectivity of the catalyst. Moreover, the particles containing two or more transition or

other metals can be synthesized, which tremendously increase the possibilities for tuning their

functional properties. Together with these possibilities, new challenges arise for the design

of more efficient and stable nano-catalysts. In particular, due to the increased complexity, the

atomic structure and the stability of nanoparticles is harder to determine. Moreover, the par-

ticles usually operate in a reactive atmosphere, containing molecules of oxygen for instance.

The interaction of the particles with oxygen will eventually result in their partial or complete

oxidation, whether it is intended or not [82]. In fact, in some applications [159], the particles

are created by a reduction of the oxide in hydrogen. Thus, both oxidized and reduced metal

atoms are usually present at the surface, with their relative concentrations depending on the

temperature and oxygen partial pressure. Disentangling the role of different oxidation states in

a catalytic process is extremely challenging.

In view of the above discussion, it is important to provide theoretical guidance to experi-

ment and technology on the composition and atomic structure of metal particles in a reactive

atmosphere, in particular in the ubiquitous presence of oxygen. Stability being a key factor

for the desired functioning of a catalyst, it is a prerequisite to know the most stable phase of a

66
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particle/cluster in the reactive atmosphere. There are both experimental and theoretical reports

stating the existence of particular phases viz. Ni4O5 clusters (on top of MgO substrate) under

oxygen atmosphere [160]. However, no quantitative information has been provided so far to

understand which structures/compositions are stable in different experimental conditions.

In this chapter, we report an ab initio atomistic thermodynamics [161] study of TM clus-

ters supported on MgO, as well as unsupported TM-Mg clusters in an oxygen atmosphere.

Gas-phase clusters are often used as model systems to study structural and compositional vari-

ability of the clusters at realistic conditions both experimentally and theoretically. Although

such models cannot capture the full complexity of the supported nano-catalysts, they provide

the necessary knowledge to disentangle various effects determining the catalytic activity. Using

a massively parallel ab initio cascade genetic algorithm [82], we identify stable and metastable

structures of the clusters at a hybrid density functional theory (DFT) level, in order to over-

come the difficulties of the standard Local Density Approximation (LDA) and Generalized

Gradient Approximation (GGA) exchange-correlation functionals in describing localization of

d-electrons in TMs, as well as the charge transfer from metal atoms to oxygen [108]. We

present an exhaustive and reliable database of small ternary TMxMgyOz clusters (TM = Cr, Ni,

Fe, Co; x + y ≤ 3, z = 1, 2, ...,12). Among a variety of TMs, Cr, Ni, Fe, and Co are of special

interest to the catalytic research community because of their wide applications viz. in partial

oxidation of CH4 [162, 163, 164, 159, 165, 166], selective oxidation of alkanes [35, 36, 37, 38],

alcohols [39, 40], olefins [41], and aromatics [42], selective reduction of nitrogen oxides [43],

and oxidation of hydrogen sulfide [44]. MgO is often used as a support in these applications,

or as a component of an oxide solid solution catalyst [159]. The high thermal stability and

low cost are two important factors that make MgO to be one of the best choices for catalytic

applications [160, 167].

A simple descriptor that captures both the nature of the reactive oxygen centers and the

tendency of adjacent TM centers to gain electron density is the ligand-to-metal charge transfer

excitation energy [168]. For oxides having TM centres in their highest oxidation states, this

ligand-to-metal charge transfer excitation energy typically corresponds to the band-gap energy.

For a cluster, electron transfer to/from it is more appropriately described by the electron affinity

(EA) and ionization potential (IP), respectively. Therefore, the clusters having a high EA and

a low IP are the ones having a low fundamental gap (Eg = EA - IP). Clusters possessing a

high EA and/or a low IP may be expected to be better catalysts because they would accept or
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donate an electron more readily [90, 138]. Thus, fundamental gap Eg can be considered as an

important feature of the clusters that determines their redox properties, and in many cases can

serve as a descriptor of the catalytic activity [169, 170, 168, 171, 172, 173, 174, 175].

We therefore analyze the dependence of Eg of the clusters on composition, temperature,

and O2 pressure, and determine the explicit role of different atomic species to modulate the Eg

values. Strikingly, we find that the nature of TM plays a negligible role in tuning the Eg in

TMxMgyOz clusters. Rather, Eg is strongly correlated with the presence of Mg-coordinated O2

(i.e., the oxygen atoms directly attached with Mg atom) and is found to be minimum under O-

rich conditions (i.e., z> x+y, when T ≈ 200K - 450K and pO2 ≈ 10−6 - 1010 atm). The analysis

of our high-throughput data suggests that the tunability of the cluster chemical properties may

be limited at given (T , pO2) conditions, but is strongly dependent on the conditions.

3.2 Methodology

We have considered first a wide range of TMxMgyOz cluster compositions, where z is deter-

mined by thermal equilibrium with the environment at given temperature T and partial oxygen

pressure pO2 [176]. In order to get the minimum energy configurations, for each stoichiom-

etry, the total energy is minimized with respect to both geometry and spin state. The low-

energy structures (including the global minimum) are generated from an exhaustive scanning

of the potential energy surface (PES) using our recent implementation of cascade genetic algo-

rithm (GA) [108, 82]. The term “cascade” means a multi-stepped algorithm where successive

steps employ higher level of theory and each of the next level takes information obtained at

its immediate lower level. Typically here the cascade GA starts from a DFT with semi-local

xc-functionals and goes up to DFT with hybrid xc-functionals. [177] This GA algorithm’s im-

plementation is thoroughly benchmarked and it’s efficiency is validated (w.r.t more advanced

theory) in detail in Ref. [82].

We have performed the DFT calculations using FHI-aims, which is an all electron code with

numerical atom centred basis sets [126]. The low-energy GA structures are further optimized

at a higher level settings, where energy minimization is performed with vdW-corrected PBE

(PBE+vdW) functional, “tight - tier 2” settings, and force tolerance was set to better than 10−5

eV/Å. The van der Waals correction is calculated as implemented in Tkatchenko-Scheffler

scheme [178]. The total single-point energy is calculated afterwards on top of this optimized
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structure via vdW-corrected-PBE0 [124] hybrid xc-functional (PBE0+vdW), with “tight - tier

2” settings [179]. Note that PBE+vdW strongly overestimates the stability of oxide-clusters

under O-rich conditions (i.e. with larger z values) as reported for the case of MgyOz clus-

ters [108]. This gives a qualitatively wrong prediction that adsorption of O2 could be favored

over desorption up to a large excess of oxygen. Such behavior is not confirmed by hybrid

functionals [e.g. HSE06, PBE0] employed in our calculations. For the data set we have used,

the difference in energetics of PBE0 and HSE06 is always within 0.04 eV. The spin states of

the clusters are also sometimes different as found by PBE and PBE0/HSE06. Thus, all our

results are thoroughly tested and benchmarked w.r.t hybrid xc-functionals (PBE0) using “tight”

numerical settings and tier 2 basis set. For estimation of (vertical) electron affinity (VEA),

(vertical) ionization potential (VIP), and fundamental gap (Eg = VEA - VIP) we have used the

G0W0@PBE0 approach with “really-tight” numerical settings and tier 4 basis set [126].

The free energy of the isomers [180] is then calculated as a function of T and pO2 for each

stoichiometry using the ab initio atomistic thermodynamics (aiAT) approach. The concept of

aiAT was successfully applied initially for bulk semiconductors [105, 150], and later applied

to the study of oxide formation at the surface of some TMs and other materials [151, 152, 106,

107]. We have recently extended this approach to clusters in a reactive atmosphere [108, 82,

181, 182]. From different cluster compositions and structures with the lowest free energy the

thermodynamic phase diagram can be constructed as a function of T and pO2 . At a given T ,

pO2 , and x, y, the stable stoichiometry of a TMxMgyOz cluster is determined via aiAT, i.e., by

minimizing the Gibbs free energy of formation ∆Gf (T, pO2).

∆Gf (T, pO2) = FTMxMgyOz(T )− FTMxMgy(T )− z × µO(T, pO2) (3.1)

Here, FTMxMgyOz(T ) and FTMxMgy(T ) are the Helmholtz free energies of the TMxMgyOz and

the pristine TMxMgy cluster, respectively [183]. µO(T, pO2) = 1
2µO2 is the chemical potential

of oxygen. The chemical potential of oxygen is calculated by using following equation:

µO2 (T, pO2) = −kBT ln
[(2πm

h2

) 3
2

(kBT ) 5
2

]
+ kBT lnpO2 − kBT ln

(
8π2IAkBT

h2

)

+ hνOO
2 + kBT ln

[
1− exp

(
−hνOO
kBT

)]
+ EDFT − kBT lnM+ kBT lnσ

(3.2)

∆µO (T, pO2) = 1
2

(
µO2 (T, pO2)− EDFT

O2 −
hνOO

2

)
(3.3)
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In the above equations, m is the mass, IA is the moment of inertia, M is the spin multiplic-

ity, and σ is the symmetry number for oxygen molecule. νOO is the O-O stretching frequency

and hνOO
2 is the zero point energy of the oxygen molecule. Pressure dependency in the free

energy of formation ∆G comes in ∆µO expression only. Therefore, the pressure axes are cal-

culated according to the relation between µO2 , with pO2 as shown in Equation 3.2 and 3.3. The

structures and compositions, which exhibit the lowest free energy of formation ∆G in the ex-

perimentally accessible (T, pO2) region, is the most stable one under that (T, pO2) region. As

explained in Ref. [82], FTMxMgyOz(T ) and FTMxMgy(T ) are calculated as the sum of DFT total

energy, DFT vibrational free energy (up to harmonic approximation), translational, rotational,

symmetry and spin-degeneracy free-energy contributions. The dependence of µO(T, pO2) on T

and pO2 is calculated using the ideal (diatomic) gas approximation with the same DFT func-

tional as for the clusters. The phase diagram for a particular TMxMgyOz is constructed by

identifying the lowest free-energy structures at each T , pO2 .

3.3 Results and Discussions

3.3.1 Global minimum (GM) structures of TMxMgyOz clusters

An exhaustive set of TMxMgyOz (x + y ≤ 3; y 6= 0) clusters are generated including all the

possible structural and composition motifs, oxidations states, electronic spin and symmetry.

For instance, in Figure 3.1, we have shown the global optimized structures of TM1Mg2Oz,

TM2Mg1Oz (z = 1..8) set of clusters and their corresponding spin multiplicity. The spin multi-

plicity of the clusters are changed with size of clusters.

3.3.2 Determination of Gibbs free energy of formation as function of tem-

perature and pressure via ab initio atomistic thermodynamics

In the next step, aiAT is employed to study the effect of T and pO2 on the stability of all

sets of clusters (TMxMgyOz). Here, total energies are the primary requirement to evaluate

formation energy (∆Gf ), which is directly amenable to electronic structure calculation. After

calculating the total energies, equation 3.1 allows to directly plot the phase diagrams for each

set of clusters as a function of the oxygen chemical potential (∆µO) at finite T = 300K, as

shown in Figure 3.2a. This yields a line in the phase diagram corresponding to each cluster,
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Figure 3.1: The GM structures in PES of TMxMgyOz clusters are scanned via. cGA. In TMxMgyOz

clusters, TM = Cr, Fe, Co and Ni and x, y = (1,2), Z = (1..8). The geometries are optimized with

PBE+vdW, and J is calculated using HSE06+vdW.

and at any ∆µO the composition with the lowest lying line in the phase diagram is the most

stable one under the environment conditions (T and pO2). Using Equation 3.2 the pressure

axis can be determined at any specific T by varying the chemical potential (∆µO) of O2. In

Figure 3.2a, the pressure axis (top x-axis) is included at 300K. The black dotted lines denote the

limiting conditions (left for the lower limit and right for higher limit) of physically acceptable

chemical potentials (detailed discussion is given in chapter 2). The different color shaded

area indicates the most stable phases within the range of ∆µO. In Figure 3.2a, we can see

in the low range of pressure, Ni1Mg1O2 and Ni1Mg1O4 are the most stable conformers. On

increasing the pressure, Ni1Mg1O6 and Ni1Mg1O7 become the most stable compositions, that

exhibit the lowest formation energy around the ambient condition (T = 300K, pO2 = 1atm) of

oxygen gas. However, in the high range of pressure Ni1Mg1O8 and Ni1Mg1O10 are the most

preferable configurations in the phase diagram. This 2D phase diagram provides first valuable

insight into the structure and composition of the clusters at realistic environmental conditions.
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In Figure 3.2b, we have plotted ∆Gf as a function of T by fixing the pressure of O2 at 1atm.

Figure 3.2: In Figure (a), the formation energy (∆Gf ) of globally optimized clusters (Ni1Mg1Ox) is

varied with ∆µO at T = 300 K. The top axis represents the pressure scale at 300 K. The black dotted

lines indicate O-poor and O-rich limit. In Figure (b), ∆Gf is varied with T at 1 atm pressure of O2.

Total energies are calculated using HSE06+vdW [13]. Colored areas are for the guideline to identify

which phase is the most stable for the different range of pressure (a) and temperature (b).

Figure 3.3: 3D phase diagram is constructed for most stable Ni1Mg1Ox clusters at various T and pO2

under thermodynamic equilibrium. The top black line represents the O-rich limit: beyond this limit O2

molecules start to condense on the clusters. The rectangular box represents the ambient conditions (T =

300 K, pO2 = 1 atm), and the dashed-dotted lines indicate the normal conditions in the phase diagram.

The vibrational free energy is calculated under harmonic approximations.

Here, at low T , Ni1Mg1O7 and Ni1Mg1O6 are energetically preferable, while as we increase
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the T , Ni1Mg1O4, and Ni1Mg1O2 become the most stable phases. It is obvious that the same

configurations are observed (Ni1Mg1O6 and Ni1Mg1O7) around the ambient condition (T =

300 K, pO2 = 1 atm) from both the phase diagrams. In Figure 3.3, the dependence of T and

pO2 are combined in a 3D phase diagram, which provides the more direct insight to identify

that which composition is more stable in different range of T and pO2 . Here, the negative

values of formation energy are plotted along the z-axis (pointing out from the page). In 3D

phase diagram, near ambient conditions (T and pO2) Ni1Mg1O4, Ni1Mg1O6 and Ni1Mg1O7 are

thermodynamically preferred compositions (phases within the rectangular box). At high T and

low pO2 Ni1Mg1O2 and Ni1Mg1 are the most stable phases, while at high pressure Ni1Mg1O8

and Ni1Mg1O10 compositions become more favorable. Hence, we observe a general trend that

O-rich clusters are more stable at low T and ambient to high pressure, whereas at high T and

low pO2 , O-deficient clusters are more stable.

3.3.3 Validation of functional

To see the effect of functional on our model system, we have plotted the phase diagrams of

Ni1Mg2Oz clusters with different functionals (viz. PBE, HSE06). The phase diagrams of

clusters are not correctly estimated using DFT local/semi-local functionals as these function-

als underestimate the binding energy of oxygen atom. As the model system of our choice is

bimetallic oxides, therefore, advanced hybrid functional is inevitable to address both the struc-

tural and thermodynamic stability of the system. In Figure 3.4, we can see there is quite a

difference in phase diagrams for the same set of cluster (Ni1Mg2Oz) with different functionals

(Figure 3.4a and 3.4b are plotted with PBE+vdW and Figure 3.4c and 3.4d with HSE06+vdW

[13]). In Figure 3.4a, at 300 K Ni1Mg2O3 conformer, is the most stable phase in the low range

of pressure (10−10 to 10−6 atm). With the increase in pressure, Ni1Mg2O5, Ni1Mg2O9 and

Ni1Mg2O11 compositions become favorable in the phase diagram, sequentially. Same trend for

stable phases can be observed by decreasing the T at a fixed pressure value as shown in 3.4b.

Similarly, we have plotted the 2D and 3D phase diagrams by using more advanced hybrid func-

tional (HSE06+vdW). Here, we have calculated the electronic energies of Ni1Mg2Oz clusters

by using HSE06+vdW functional. Unlike PBE+vdW results, in Figure 3.4c, Ni1Mg2O3 is the

most stable phase in the range 10−10 to 10−4 atm of pressure and Ni1Mg2O4 is the most stable

one in the range 10−4 to 102 atm. 3D view shows that Ni1Mg2O3 phase is stable in all range

of pressure above 450 K, whereas in lower range of T and higher range of pressure Ni1Mg2O4
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is the favorable one. In view of this, we have carried out all the calculations using hybrid

functional (HSE06+vdW).

Figure 3.4: In Figure (a) and (c), ∆Gf varies as a function of chemical potential of oxygen at 300

K. Total energy of geometries are calculated using PBE+vdW and HSE06+vdW, respectively. Colored

areas identify the stable phases. In Figure (b) and (d), 3D phase diagrams are shown corresponding to

the 2D phase diagrams of Ni1Mg2Ox clusters.

3.3.4 Determination of the stable phases of TMxMgyOz clusters

Following this thermodynamic phase diagrams are calculated for all possible combinations of

x+y ≤ 3 (y 6= 0) in TMxMgyOz clusters, and the most stable compositions and configurations

are identified. In Figure 3.5(a-d) we show phase diagrams of a set of TM1Mg2Oz clusters,

where four different TMs viz. Cr, Co, Ni, Fe are investigated, respectively. The most stable

configurations and the respective stable phases are shown within a window of experimentally
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Figure 3.5: The most stable TMxMgyOz clusters at various temperatures and pressures under thermody-

namic equilibrium. In TMxMgyOz clusters, TM = Cr (a), Co (b), Ni (c) and Fe (d). The geometries are

optimized with PBE+vdW, and the electronic energy is calculated using HSE06+vdW. The vibrational

free energy is computed under harmonic approximations.

achievable environmental conditions (T , pO2 window). From Figure 3.5a, we see for TM =

Cr and x = 1, y = 2 at low T and high pO2 , Cr1Mg2O8 is the most stable phase, while at high

T and low pO2 Cr1Mg2O5 is the most stable phase. For TM = Co and Ni (see Figure 3.5b

and Figure 3.5c) the stable phases are respectively Co1Mg2O8, Co1Mg2O3, and Ni1Mg2O4,

Ni1Mg2O3. However for TM = Fe (see Figure 3.5d) at low T and high pO2 there are a lot of

competing isomers viz. Fe1Mg2O10, Fe1Mg2O8 and Fe1Mg2O5. At a moderate T and moderate

pO2 i.e. T ≈300 K, pO2 ≈ 10−6 atm there is competition between two phases viz. Fe1Mg2O4

and Fe1Mg2O5. At high T and low pO2 the most stable phase is Fe1Mg2O3. Thus, we observe

a general trend that usually O-rich clusters are more stable at low T and moderate to high pO2

(i.e. upto ≈ 1010 atm).



3.3. Results and Discussions 76

Figure 3.6: (a) VIP vs VEA for the low energy isomers stable at an experimentally achievable environ-

mental condition for all different cluster sizes (x+ y ≤ 3). The symbols represent the nature of the TM

atoms in the clusters, while the colour is set as per the amount of oxygen content (as shown by the colour

bar) in the cluster. The loci of constant Eg are indicated by diagonal lines. (b) Eg vs oxygen content (z)

is plotted for all the stable isomers at realistic conditions (see text for details).

The electronic structure of the clusters determines their reactivity, and can serve as a de-

scriptor of the catalytic activity. Under reaction conditions, the catalyst comprises of a wide

range of structures including different number of atoms with various oxidation states, all of

which could be active to some extent in the catalytic reaction. Therefore, after identifying the

most stable compositions (i.e., specific x, y, and z in stable phases of TMxMgyOz), we have

studied electronic structure of not only the global minimum isomer of that given composition

but also all the low-energy isomers lying within an energy window of 0.5 eV from the global

minimum [184].

In Figure 3.6a we show VEA and VIP values (obtained by G0W0@PBE0) of all such ther-

modynamically stable isomers. Typically we have included data for TM1Mg1Oz, TM1Mg2Oz,

TM2Mg1Oz with TM = Cr, Co, Ni, Fe. We have also included data for clusters without TM

atoms, i.e., MgyOz (y = 1-3) clusters. The symbols are selected as per the type of the TM
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Figure 3.7: Histogram of vibrational frequencies ranging from 1000−1200 cm−1 for clusters (i) gap >

4 eV (top panel) (ii) gap ≤ 4 eV (bottom panel).

atoms in the clusters, while the colour of the symbols are selected based on the amount of oxy-

gen content in the cluster. The diagonal lines are drawn to represent the corresponding constant

Eg, which is evaluated as the absolute difference between VIP and VEA. Geometry coordinates

and Eg are provided in supporting information. In Figure 3.6a the Eg for the clusters are widely

scattered at all different sizes and nature of TM atoms. In Figure 3.6b we have explicitly shown

Eg with different no. of oxygen content (z) in the clusters. Clearly, it is not following any

trends except that the Eg for O-deficient clusters (i.e. z ≤ x + y) are consistently in the higher

side (see, bluish points in the Figure 3.6a and the region around low oxygen content (z ≈ 3-5)).

Thus, for sure it can be concluded from Figure 3.6 that O-deficient clusters (mostly stable at

high T and low pO2) are not good for catalysis. However, for O-rich clusters (i.e. z ≥ x + y)

both high and low Eg are found (see Figure 3.6b around z ≥ 6). This observation hints to-

wards the fact that some structural feature in these O-rich clusters might act as active site that

dominates the low Eg value. Moreover, the invariance of the Eg values for different TM clus-

ters with same O-content emphasizes that it is not the nature of TM atoms but probably some

active centers originating from oxygen moieties that affect the fundamental gap. Note that it
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is common understanding that the former (i.e., nature of the TM atoms) is solely responsible

for making the material a good catalyst [166, 165, 162, 163, 164, 159].We have next divided

our clusters into two sets viz., (i) having low gap (≤ 4 eV) and (ii) having high gap (> 4 eV).

Following this, the vibrational frequencies (corresponding O-vibrations) of all the structures

are carefully analyzed. In Figure 3.7, we show the histogram of vibrational frequencies by

including an average of all vibrational spectra ranging 1000−1200 cm−1. Clearly the peak cor-

responding to the frequency 1151 cm−1 of the O2 moiety bonded to the Mg atom, is missing

for all clusters with the Eg > 4 eV (see in Figure 3.7). This means clusters with low Eg have

some correlation with this Mg coordinated O2 moieties, while clusters with higher Eg do not

have this structural feature. To unravel the particular role of these O2 moieties in the Eg, we

Figure 3.8: Atom-projected spin polarised density of states of different TMxMgyOz clusters. The cor-

responding spin multiplicity (J) is also given in the respective plots. Oxygen atoms responsible for

lowering the fundamental gap of a particular cluster are marked by dark green circle.

examined the density of states (DOS) profiles for different TMxMgyOz clusters in Figure 3.8.

We can see the HOMO-LUMO gap in Cr1Mg2O8 is smaller than in Cr1Mg2O5. Presence of

spin-polarised states near fermi-energy (Ef ) leads to the reduced HOMO-LUMO gap in the

oxygen-rich phase. Further, comparing top panel in Figure 3.8 we observe that the presence of



Chapter 3. Thermodynamic stability and electronic properties of neutral bimetallic
oxide TMxMgyOz clusters 79

TM (Cr) atom has minimal effect on the spin polarized states near Ef . These states occur only

due to the extra oxygen atoms in Cr1Mg2O8, whereas they are absent in case of Cr1Mg2O5. To

further understand if our observation is coincidental for Cr clusters or not, we have plotted the

same for Ni clusters in Figure 3.8 (middle panel). We again observe the HOMO-LUMO gap to

be smaller in case of oxygen-rich phase, i.e., Ni1Mg2O8 in comparison to Ni1Mg2O5. Includ-

ing the insights from the atom-projected DOS, we conclude that the spin-polarized states are

indeed the states of Mg-coordinated oxygen atoms in the O-rich clusters, which have caused a

reduced Eg in these clusters. Next in Figure 3.8 (bottom panel), we see the O-rich phases of

Fe and Co clusters respectively, which are having smaller Eg in comparison to their O-reduced

phases. Again the atom-projected DOS indicate that the Mg coordinated O-atoms are playing

pivotal role in the states near Ef and hence, are responsible for the reduced Eg in these clusters.

The Fe1Mg2O8 cluster has the lowest Eg among all because of the presence of spin-polarized

3d states of Fe near Ef . However, it can easily be seen from the comparison of z = 5 and z

= 8 clusters that it is not the nature of TM atoms, but the states of Mg coordinated O atoms

in the O-rich phases of each TMxMgyOz cluster that play the crucial role in controlling the

Eg. Irrespective to any specific TM atoms, TM has always states at the LUMO level, whereas

the HOMO keeps on shifting depending on oxygen content in the cluster. Under O-rich con-

dition, the clusters usually have O2 (containing loosely bound electrons) coordinated with Mg

atom. This gives rise to occupied states near Ef yielding a smaller Eg. Closing this section, we

Figure 3.9: T -pO2 phase diagram (see text) of Ni4 clusters under oxygen atmosphere with (right) and

without (left) MgO substrate. The red, navyblue, and green spheres represent O, Ni and Mg respectively.

demonstrate that an MgO support stabilizes further the excess of O on a metal-oxide cluster.
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Figure 3.9 shows a comparison between the phase diagrams of Ni4Oy clusters in the gas phase

and supported on MgO(100). Clearly, the oxygen-rich Ni4O8 and Ni4O10 phases are stabilized

by the support. Interestingly, at very low O chemical potentials clusters with less oxygen are

stabilized. Thus, the support increases the variability of O content in supported oxide clusters

at realistic temperature and pressure conditions.

3.4 Conclusion

In summary, we have used a robust first-principles approach to understand the stability and

electronic structure of ternary TMxMgyOz clusters at realistic temperatures and oxygen partial

pressures. The low-energy isomers of different composition are determined by cascade genetic

algorithm. Following that, the stable compositions are found by minimizing Gibbs free energy

of formation using aiAT methodology (within harmonic approximation for the vibrational con-

tributions). On analyzing the electronic structure of the clusters, we establish that the presence

of Mg-coordinated-O in O-rich clusters (i.e. z > x + y) correlates with low Eg, whereas the

nature of TM atoms is insignificant. We further note that these Mg coordinated O2 moieties

have unpaired electrons that give rise to multiple degenerate spin states. The latter play key

role in producing a reduced Eg from the O2 moieties at an environmental condition T ≈ 200K

- 450K and pO2 ≈ 10−6 - 1010 atm; while at higher temperature and lower pressure the stable

clusters have less O-content. These observations lead us to argue that the chemical (redox)

properties of mixed metal oxide clusters are sensitive to the oxygen content controlled by T

and pO2 rather than to the specific transition metal type. We hope that this finding will be help-

ful for understanding experiments with gas-phase and supported metal clusters at realistic (T ,

pO2) conditions, and for designing new functional nano-materials.



 



CHAPTER 4

Electronic structures and catalytic activity of charged

bimetallic oxide clusters

4.1 Introduction

Transition metals (TMs) are well known for their efficient homogeneous and heterogeneous

catalytic activity [166, 165]. In heterogeneous catalysis, transition metal (TM) oxide nano-

particles (typically clusters consisting of a well-defined number of atoms) comprise a large

family of catalysts that are used for selective oxidation of various hydrocarbons [35, 36, 37,

38, 39, 40, 41, 42, 43, 44]. From very recent studies, it has been revealed that the reactivity

and selectivity of homogeneous metal oxides can be enhanced drastically upon doping and /

or mixing with other metal atoms [47, 48, 49, 50]. The most active and selective TM oxides

sometimes involve mixtures of multiple metal oxides [51, 52, 53], the performance of which is

typically quite different from that of the component oxides. The catalytic activity in mixed ox-

ide systems, can be explored by the stoichiometry, size and the structure of the catalyst. These

bimetallic oxide clusters possess intriguing electronic properties to enhance the chemical re-

activity of the composite systems. From previous chapter, we have conveyed (and validated

by forming a huge data-set of TMxMgyOz (TM = Co, Ni, Fe, Cr and x+y ≤ 3) clusters) one

central message; that catalytic reactivity of this type of bimetallic oxide system is expected to

be correlated more strongly with oxygen rich environment than the choice of any specific TM

atoms [153]. The latter is, however, conventionally believed to play the lead role in catalysis.

The present work, therefore, originates addressing this open question that out of four chosen

TM atoms viz. Fe, Cr, Co, Ni, which one should be the best choice for catalysis and why?

It’s interesting to understand the explicit role of TM despite one should aim for O-rich envi-

ronment condition for synthesis of these catalysts. In the former chapter, we have introduced

81
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TMxMgyOz clusters but not commented anything on the thermodynamic stability of charged

clusters. In view of this, in this chapter, we study the charged clusters to gain insights on how

an excess or deficiency of charge density will influence its thermodynamic stability as well as

catalytic properties. Note that in heterogeneous catalysis, TM nano-particles, at various charge

states, exhibit significant variations as a function of size in their physico-chemical nature and

electronic properties. In the presence of a realistic reactive atmosphere (i.e. temperature (T ),

pressure(p) and doping), clusters change their stoichiometry by adsorbing the ligands (usually

oxygen) from the environment, under certain conditions [82]. This new composition (with spe-

cific active sites) may work as active (functional) material. Therefore, one has to understand

the functional properties of clusters in a technologically relevant atmosphere. However, the

unambiguous identification of active sites, detailed insight of elementary steps of the reaction

process, the selectivity and the stability of intermediate products are sometimes a daunting task

due to the complexity involved in catalytic processes.

In this chapter, we have generated a large data set [TMxMgyOz]+/0/− (TM = Cr, Fe, Co,

Ni with x + y ≤ 5) (even bigger than the former publication [153] TMxMgyOz (TM = Cr,

Fe, Co, Ni with x + y ≤ 3)) consisting of all the neutral as well as charged clusters to ana-

lyze their thermodynamic stability. Following this, we have explicitly calculated the activation

barrier of bimetallic clusters to abstract the first C−H bond from the methane. This step is

considered to be a rate determining step for a catalyst to convert methane into valuable chemi-

cal products [56, 185, 186, 187, 188, 31, 33, 189, 190]. Numerous interesting studies for C−H

bond activation of methane at room-temperature by various (noble-metals [189, 190, 191, 192],

homonuclear [30, 31, 32, 33, 34] and heteronuclear [54, 193, 194, 187, 186, 195] metal oxides)

gas phase clusters have been reported. Among them, noble metal based bimetallic clusters

(i.e. RhAl3O4
+, RhAl2O4

−, PtAl2O4
−, AuV2O6

+ and AuTi3O7,8
−) exhibit high activity for

methane activation [54, 55, 56, 57, 58]. However, high cost and the limited availability limits

their commercialization. Therefore, currently, researchers are extensively focused to find the

most promising substitutes based on non-noble active transition metals with high activity, low

cost, and formidable abundance. From the literature, to the best of our knowledge, there are

not many reports on this topic until date. We find only Li et al. have studied the activation of

methane on transition-metal doped magnesium oxide clusters [195]. In view of this, we aim to

address the activity of non-noble metal (Cr, Fe, Co and Ni) based MgO clusters. By analyzing

the barrier height of first C−H bond activation of methane on different cluster configurations,
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we have established a direct correlation of the fundamental gap with the activation barrier of

a catalyst. Here, in addition to that, we have addressed the presence of active centres in these

bimetallic oxide clusters to facilitate the first C−H bond dissociation in the context of methane

activation. Moreover, we have explicitly provided the information of the governing factors (in-

cluding the role of TMs, electronic structures and the charged states) on the active centre to

improve its reactivity for methane oxidation. Further, the aim of the study is to address the role

of charged states on the thermodynamic stability of the clusters and their efficiency in reducing

the activation barrier for the reaction kinetics for methane oxidation.

4.2 Methodology

We have generated a large data set of bimetallic oxide [TMxMgyOz]+/0/− clusters (TM = Cr,

Fe, Co, Ni with x + y ≤ 5) at different charge states (+, 0,−). We have varied the value of z

(no. of oxygen atoms) from zero to the saturation value, where no more oxygen atom can be

absorbed by the cluster. As a first step, we have used a massively parallel cascade genetic al-

gorithm (cGA) to thoroughly scan the potential energy surface (PES) to determine all possible

low-energy structures (including the global minimum). All the DFT calculations are carried out

using FHI-aims code [126], which is an all electron calculation using numeric atom centered

basis set. The low energy structures obtained from the cGA are further optimized at higher level

settings. In this step vdW-corrected (Tkatchenko-Scheffler scheme [178]) PBE+vdW [121] ex-

change and correlation (εxc) functional is used. The atomic forces are converged up to 10−5

eV/Å using “tight” settings with “tier 2” basis set as implemented in FHI-aims code. The

atomic zero-order regular approximation (ZORA) is considered for the scalar relativistic cor-

rection [126, 196]. Finally, the total single point energy is calculated on top of this optimized

structure using vdW-corrected-PBE0 [124] hybrid εxc functional (PBE0+vdW), with “tight -

tier 2” settings. It is reported that PBE+vdW highly overestimates stability of clusters contain-

ing larger concentration of O-atoms [108]. This results in a qualitatively wrong prediction of

O2 adsorption for O-rich cases. Such behaviour is not confirmed by hybrid functionals [e.g

HSE06 [123], PBE0] as employed in our calculations. The difference in energetics of PBE0

and HSE06 is always within 0.04 eV [153]. The spin states of the clusters are also different as

found by PBE and PBE0/HSE06. In view of this, we have used hybrid εxc functional (PBE0)

with tight numerical settings and tier 2 basis set to compute the formation energies of various
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configurations [see details in the next section].

To examine the fundamental gap (Eg) of all the clusters, we have used state-of-the-art many-

body perturbation theory within the GW approximation. We have calculated Eg at the level of

G0W0@PBE0 with “really-tight” numerical settings and tier 4 basis set [126]. To determine

the structure of the transition state (TS) and to find the minimum energy path for first C−H

bond activation of methane on bimetallic clusters, we have used FHI-aims code using PBE

εxc functional as implemented in aims-chain feature for doing the nudged elastic band method

(NEB) calculations. We have analyzed the vibrational frequencies of TS to confirm the one

imaginary frequency in the direction of the reaction coordinate.

4.3 Results and Discussions

4.3.1 Determination of the stable phases of [TMxMgyOz]+/0/− clusters

After generating the structures of all the low energy isomers of [TMxMgyOz]+/0/− clusters (TM

= Cr, Fe, Co, Ni with x+y ≤ 5) using cascade genetic algorithm, we study the thermodynamic

stability of gas-phase [TMxMgyOz]+/0/− clusters in an oxygen atmosphere using the ab initio

atomistic thermodynamics (aiAT) approach. Here we assume, when a bimetallic cluster is

exposed in a reactive atmosphere of gas-phase O2, it will react with the atmosphere depending

on environmental conditions (viz. T , pO2 and doping (by doping we mean fixing of chemical

potential of the electron (µe)) via the following equation:

[TMxMgy]q + z

2O2 −−⇀↽−− [TMxMgyOz]q (4.1)

q is the electric charge of the cluster. Here, we have used “+” for cationic clusters with charge

+1, “0” for neutral, and “−” for the anionic clusters with charge −1. Since the ligand O2 is

a neutral species, the charge q remains the same during the reaction [197]. Using aiAT, we

determine the Gibbs free energy of formation of all the [TMxMgyOz]q structures as a function

of T , pO2 , and chemical potential of electron (µe). The most preferred composition at a given T ,

pO2 and µe, relevant for the experiments, will be the one that is having the minimum Gibbs free

energy of formation at that experimental conditions. This is shown in the following equation:

∆Gf (T, pO2) = F[TMxMgyOz ]q(T )− F[TMxMgy ]0(T )

−z × µO(T, pO2) + q × µe

(4.2)
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Here, F[TMxMgyOz ]q(T ) and F[TMxMgy ]0(T ) are the Helmholtz free energies of the cluster+ligands

[TMxMgyOz]q and the pristine [TMxMgy]0 cluster, respectively. The clusters are at their ground

state configuration with respect to geometry and spin state. The term µO(T, pO2) is the chem-

ical potential of an oxygen atom (µO = 1
2µO2). The range of µe is taken from bulk MgO.

The Valence Band Maximum (VBM) is the Fermi level of bulk MgO which is located at -

7.5 eV as estimated from HSE06 functionals [181]. The free energy of each stoichiometry

(cluster+ligands, pristine cluster) and the chemical potential of O2 was evaluated from the cor-

responding partition functions including translational, rotational, vibrational, electronic and

configurational degree of freedom. The dependence of µO(T, pO2) on T and pO2 is calculated

using the ideal (diatomic) gas approximation with the same DFT functional as for the clusters.

The details of this methodology can be found in Ref. [82]. Following this, a three dimensional

(3D) phase diagram for all possible combinations of x + y ≤ 5 (y 6= 0) of [TMxMgyOz]+/0/−

clusters is constructed to identify the lowest free energy composition and structure at a specific

T , pO2 and µe condition (see Figure 4.1 where one specific case for x = 2, y = 2 is shown).

From these type of phase diagrams, the stable compositions at a given environmental condition

of [TMxMgyOz]q clusters can be determined. Here, on x-axis ∆µO is varied in accordance with

the corresponding T and pO2 . On y-axis µe is varied from valence band maximum to conduc-

tion band minimum of the bulk MgO. On z-axis the negative ∆Gf (T, pO2) values are plotted

so that only the most stable phases are visible from the top. In Figure 4.1 (a-d), the phase

diagrams of [TM2Mg2Oz]+/0/− clusters are shown as one of the representative cases for four

different TMs viz. Cr, Fe, Co, and Ni, respectively. From Figure 4.1(a-d), it can be inferred that

at lower values of µe (i.e. close to HOMO level at -7.5 eV; implying p-type doping condition)

neutral clusters are more stable, whereas at higher values of µe (i.e. close to LUMO level at 0

eV; implying n-type doping) anionic clusters get more stabilized. For example, in case of TM

= Cr, we see from Figure 4.1a that at fixed T = 300 K for values µe suitable for p-type doping

and at lower values of pO2 , (Cr2Mg2O8)0 is the most stable phase, whereas, as we increase the

pO2 , (Cr2Mg2O10)0 is the most preferable phase in the phase diagram. However, if we set µe

to the values suitable to n-type doping at lower pO2 , (Cr2Mg2O8)− is the stable phase and on

increasing the pO2 , (Cr2Mg2O10)− is favorable at ambient pO2 and (Cr2Mg2O12)− becomes sta-

ble configuration at higher pO2 . This trend of enhanced stability of neutral and anionic clusters,

respectively for lower and higher values of µe (i.e. at a given doping condition) with varying

pO2 is also followed by other TMs (viz. Figure 4.1b-d, for Fe, Co and Ni, respectively). We
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Figure 4.1: 2D view of 3D phase diagrams obtained for neutral and ionic [TM2Mg2Oz]+/0/− clusters

in the reactive atmosphere of O2. Coloured regions show the most stable compositions in wide range of

pressures and µe under thermodynamic equilibrium. In (TM2Mg2Oz)+/0/− clusters, TM = Cr (a), Fe

(b), Co (c) and Ni (d). The top axis is representing the pressure of oxygen at T = 300 K.

have further noticed from these phase diagrams that at ambient environmental condition (i.e. T

= 300 K, pO2 = 1 atm) non-stoichiometric O-rich clusters are the most stable phases in all the

cases. Following the representative case with x = 2 and y = 2, we have verified all possible

combinations of x and y by limiting x+ y ≤ 5; to see the trends at other sizes. We have found

that the observed trend in thermodynamic stability holds at other values of x, y as well and are

in line the representative case i.e. (i) positively charged clusters are not stable throughout the

phase diagram and (ii) non-stoichiometric O-rich phases (with charge 0/−) are more favorable

at ambient conditions. After identification of all the stable (and / or meta-stable) configurations

at a realistic environmental condition it’s now important to understand their catalytic properties
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from electronic structure analysis.

4.3.2 Identification of the active center to abstract first C−H bond from

CH4

In order to calculate the activation barrier (Ea) for the C−H bond dissociation of methane (CH4)

molecule, we have initially checked the active sites to extract the first H-atom from methane

molecule. We have tried different sites, and have found that O-site with higher negative charge

density is the most favorable site to break the first C−H bond. In Figure 4.2, we have shown

an example where we have placed CH4 at the Ni-site and then optimized the structure. After

optimization, we have found that CH4 molecule favored the Mg-site which is bonded to the

O-atom with higher charge density. In Figure 4.3, we have shown the structures of those clus-

ters which have been considered to calculate Ea for C−H bond dissociation. Also, we have

indicated the hirshfeld charge of all the atoms in the clusters. In Figure 4.3a, 4.3b, and 4.3d,

Figure 4.2: Structure of Ni1Mg2O3 cluster with methane before optimization (left one) and after opti-

mization (right one).

higher negative charge densities are corresponding to the O-atoms which are only coordinated

to the Mg-atoms. In all the cases, Mg-atoms have more positive charge density as compared

to Ni-atoms in the cluster. In Figure 4.3c, all the O-atoms have almost same negative charge

because of symmetry in the positions, and in Figure 4.3e, the O-atoms in the top plane bonded

with Mg-atoms have more negative charge as compared to the O-atoms in the below planes.



4.3. Results and Discussions 88

Figure 4.3: Structure of the global minimum (GM) for Ni1Mg2O3, Ni1Mg2O8 and Ni2Mg2O5 clusters

in (a), (b), (c), respectively. In (d) and (e), meta-stable structure of Ni2Mg2O5 cluster with the charge

corresponding to each atom. The partial charge density on each atom is calculated from the Hirshfeld

charge analysis.

From Figures 4.3 and 4.3, we have a clear idea of the active sites where the cleaving of the

C−H bond of CH4 will be favorable. O-atom site with higher negative charge density is the

best choice to activate the C−H bond of CH4. This O-atom is coordinated to Mg-atoms that

have the higher positive charge and makes a favorable site to adsorb CH3 when CH3−H bond

breaks. To confirm the above mentioned analysis, we have performed the NEB to calculate

Ea by considering both configurations, with higher negative charge (in Figure 4.4a) and lower

negative charge (in Figure 4.4b) on O-atom site. In Figure 4.4a, the activation energy to cleave

C−H bond is 82.44 kJ/mol while in Figure 4.4b, it is 115.68 kJ/mol. Also, cleaving of C−H

bond at O-atom site with higher negative charge is an exothermic process (see the Figure 4.4a),

whereas at the site of lower negative charge is an endothermic process (see the Figure 4.4b).
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Figure 4.4: Potential energy surfaces for first C−H bond activation by Ni1Mg2O3 cluster at the O-atom

site with the higher negative charge (a), and the lesser negative charge (b).

4.3.3 Correlation of fundamental gap (Eg) vs C−H bond activation bar-

rier (Ea) of a catalyst

A catalyst is expected to be more effective, if it can accept or donate electrons more eas-

ily [90, 198]. Therefore, if a particular cluster has simultaneously high electron affinity (EA)

and low ionisation potential (IP), it is expected to act as a good catalyst. This means the cluster

should have a low fundamental gap (Eg), which is simply the difference between IP and EA.

Over the past, Eg is been assumed in many instances to act as one of the descriptors to correlate

reactivity of a catalyst [153, 168, 171, 90, 198, 199, 200, 201], for TMs based MgO clusters

(viz. TMxMgyOz), we presumably for the first time, study the correlation of Eg with the cat-

alytic activity. We, therefore, first try to investigate how a smaller Eg of [TMxMgyOz]+/0/−

clusters is correlated with the C−H bond activation barrier (Ea) for oxidation of methane. This

step is considered to be a decisive step for a catalyst to convert methane into valuable chemical

products. To do that we have taken three different isomers of Ni2Mg2O5 clusters as shown

in Figure 4.5. The electronic charge density at each atom is also shown, whose relevance is

discussed later. The structure in Figure 4.5a is the global minimum (GM) isomer, whereas the

other two are low energy isomers lying within 2 eV from the GM. These three structures are

used to estimate the C−H bond activation energy. In Figure 4.6, we have shown six different

cases for the C−H bond activation on various configurations of Ni2Mg2O5 cluster. We have

compared the Ea values for the GM structure with one of the meta-stable isomers (see Fig-

ure 4.6a and c). We see a smaller Ea is associated with the meta-stable isomer than the GM as
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Figure 4.5: Electronic structures of Ni2Mg2O5 cluster (global minimum (a), meta-stables (b) and (c)).

Coloured surface represents the hirshfeld charge density in the cluster.

a catalyst. Therefore, the meta-stable isomer should be a better catalyst than the GM structure

and this observation is inline to the Eg values of the respective clusters. The Eg of the meta-

stable structure is indeed lower than the Eg of the GM structure. This clear correlation between

Eg and Ea holds for most of the cases with a few exceptions, where they do not follow exactly

the same trend. For example, if some structural feature of a specific catalyst starts working as

active centre, it enhances its catalytic activity drastically. Let’s focus on the third isomer shown

in Figure 4.5c and compare it with the structure as in Figure 4.5b. The catalytic behaviour of

these two respective clusters is shown in Figure 4.6e and 4.6c. We see [Ref: Figure 4.6e and

4.6c] the former structure [i.e. Figure 4.6c] is having a smaller Eg but not Ea than the latter

structure as shown in Figure 4.6b.

The reason can easily be understood from identifying the active site present in the structure

shown in Figure 4.5b by analyzing its hirshfeld charge distribution. But before this let us note

a few important points. We find that the methane molecule gets adsorbed to the Mg-atom site

(see Figure 4.2). This is due to the presence of more positive charge density into Mg atoms than

the nearby TM atoms (see Figure 4.3 and Figure 4.6 for Ni2Mg2O5 cluster). After C−H bond

activation, the H atom favors that O-atom site which is more negatively charged as compared

to other O-atoms in the cluster (see Figure 4.2, 4.3 and 4.4 for details) and CH3 molecule

gets adsorbed at Mg-site. Note that, the C−H bond activation energy depends on the charge

density of the O-atom, where the H-atom tends to make a bond after dissociating from CH4.

Therefore, in Figure 4.6, for the GM structure, all the O-atoms have an approximately equally

distributed charge (≈ -0.41e) due to the nature of the symmetry in the position of atoms. On the
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Figure 4.6: Minimum energy pathway of first C−H bond activation of methane on GM of neutral

(Ni2Mg2O5)0 cluster (a), negatively charged (Ni2Mg2O5)− (b), meta-stable structure of (Ni2Mg2O5)

cluster in neutral state (c and e), and meta-stable structure of Ni2Mg2O5 cluster in negatively charge

state (d and f). Reaction coordinate of initial (R), final (P), transition state (TS) and intermediates are

shown. Activation barriers (Ea) for all cases are also indicated in the respective graphs in kJ/mol. The

fundamental gap Eg of the clusters in all cases are shown in eV.

other hand, the meta-stable structures are somewhat asymmetric in nature. Thus, it has some O-

atoms, where localized negative charge exists. This makes the site to act as an active centre. In

Figure 4.5b and 4.5c, such cases are shown. Note that in Figure 4.5b, one O-atom with charge
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density ≈ −0.63e is present to act as an active site, whereas in Figure 4.5c two such localized

orbitals are noticed both with charge≈ -0.50e. The latter structure is less active than the former

as two O-sites effectively reduces the overall activity as in the former structure with one active

O-site (Figure 4.5b). Therefore, both the meta-stable structures are having smaller Ea and Eg

than the GM structure. But the former one is supposed to be more effective with a reduced Ea

than the latter one despite having a smaller gap than the former. We have obtained the better

activity for C−H bond activation on Ni-based bimetallic clusters than the cationic gold cluster

(Au3
+) reported by Lang. et al. (131.33 kJ/mol) [189]. However, the activity of these clusters

are slightly less as compared to the noble metal based bimetallic oxide clusters [56, 57].

From the phase diagram (as in Figure 4.1), the most stable phases are either neutral clusters

(under p-typed doped condition) or negatively charged clusters (under n-type doped condition).

Therefore, we have also shown the activation energy to break the C−H bond by negatively

charged clusters. In fact we have noticed that the charged clusters are more effective in doing

the same. In case of GM (see in Figure 4.6a and b), Ea for C−H bond activation by a nega-

tively charged cluster is obtained to be much lower (99.21 kJ/mol) than the neutral one (139.95

kJ/mol). The trend in Eg for the (Ni2Mg2O5)−1 and (Ni2Mg2O5)0 are also in agreement with the

respective Ea values. Further, we have also noticed a remarkable reduction in C−H bond acti-

vation barrier Ea by negatively charged meta-stable clusters (see in the Figure 4.6d and 4.6f).

On adsorbing one electron the clusters possess localized charge, which acts as active centre

to reduce the C−H bond activation barrier. Therefore, this analysis concludes that a smaller

value of Eg is usually associated with a lowered C−H bond activation barrier Ea. The latter

gets further reduced if the structure is also having one active centre with localized charged

density. Note that, it’s computationally very expensive to calculate Ea values of all the stable

configurations of [TMxMgyOz]+/0/− clusters to understand their catalytic activity. However,

a very good qualitative description can be drawn for the same, from comparing the respective

Eg values (estimated with G0W0@PBE0) of all the isomers relevant at a realistic experimental

conditions.

4.3.4 Eg is a descriptor for catalytic activity

We have considered all the neutral and ionic (-ve) clusters of the dataset ([TMxMgyOz]0/−) to

plot their Eg as shown in Figure 4.7(a-d). Here, we see the Eg of negatively charged clusters (red

points) are tending to have smaller values than that of neutral clusters (black points). However,
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Figure 4.7: Eg (G0W0@PBE0) of all the charged and neutral [TMxMgyOz]0/− clusters of the dataset

are shown for TM = Cr (a), Fe (b), Co (c) and Ni (d) as a function of the oxygen content (z), which is

varied from 1..13.

it should be mentioned here that there are some scattered red points showing larger Eg. We

have manually checked those data-points (clusters) and found that the corresponding Eg of the

neutral cluster is even higher. Note that this figure gives only overall qualitative trend but not

any quantitative information of individual clusters to identify the Eg for neutral cluster and the

same with one additional electron. By examine fundamental gap of all data points, we have

found that the negatively charged clusters are consistently having smaller Eg than its neutral

counter part (except for only few cases). Therefore, for sure the negatively charged clusters are

expected to be a better catalyst than the neutral clusters.

In addition to this, note that these data points are distributed in such a way that there is

no specific trends of Eg for the choice of any specific TM atoms. This observation is inline
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to our former publication [153], where we have shown that higher catalytic reactivity is cor-

related more strongly with the oxygen content in the cluster than with any specific TM type.

However, despite TM atoms do not have much role to control the Eg, they give rise to different

structural motifs in the TMxMgyOz clusters with respective TM components [see Figure 3.1].

For some TMs, the structures contain molecular O2, whereas in some other cases, this O2 gets

dissociated and got adsorbed in atomic form. This is due to the presence of different no. of

unpaired electrons in the outer shell of the TM atoms, giving rise to different types of structural

features. This may play significant role in catalysis as active centres. It is therefore important

to understand these structural difference in TMxMgyOz clusters with various TM atoms.

4.3.5 Structural analysis: Radial distribution function of TMxMgyOz clus-

ters

In order to present a quantitative understanding of the structural motifs, in Figure 4.8 (a-d), we

have shown the radial distribution function (RDF) for various TMxMgyOz clusters with four

different TM atoms (viz. Cr, Fe, Co and Ni and z = [1..13]). Note that, in general, there are

three types of molecular O2 adsorption in O-rich bimetallic TMxMgyOz clusters viz. at atop

site of metal atom, parallel site and cross bridge site [202, 203]. Bond length of O2 moiety is

highly dependent on the kind of adsorption at various mentioned sites. This is to be ≈ 1.33

Å, 1.35 Å and 1.57 Å for atop, parallel and cross bridge site, respectively (see Figure 4.8e).

It should be mentioned here that the calculated bond length for isolated molecular oxygen

O2 is 1.22 Å, whereas the same for O2
−1 (superoxo) and O2

−2 (peroxo) are 1.36 Å, 1.6 Å,

respectively. Thus, a superoxo moiety is formed when O2 is adsorbed at atop and parallel sites,

whereas a peroxo moiety is formed at cross bridge site. The bond length of O2
−1 (1.36 Å) is

approximately equal to the bond length of O2 moieties at atop (1.33 Å) and parallel site (1.35

Å). However, the bond length of O2 moieties at cross site is comparable to the bond length

of O2
−2. Oxygen ions O2

−1 and O2
−2 are the reactive species that enhance the reaction of

methane oxidation on bimetallic oxide clusters as catalyst [204]. In Figure 4.8, the first order

peaks (orange coloured) in all cases correspond to the O2 adsorption at atop and parallel sites.

This first order peaks (orange coloured) are more intense (see Figure 4.8c and Figure 4.8d) for

Co and Ni based bimetallic clusters. However, in case of Cr and Fe based clusters, the second

order peaks (blue coloured) represent the (TM-O) bond length where one dangling oxygen atom

is bonded only to the TM atom. If we see the structures in Figure 3.1, this TM-O case is totally
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Figure 4.8: The radial distribution function for TMxMgyOz [TM = Cr (a), Fe (b), Co (c) and Ni (d)

using all the data for all possible combination of x and y with x+ y ≤ 5 and z=1..11] set of clusters.

absent in Co and Ni based bimetallic clusters. Therefore, this blue coloured peaks are absent in

Figure 4.8c and 4.8d. This signifies that in Cr and Fe based bimetallic clusters, a dissociative

adsorption of O2 is more favorablee. On the other hand, in Co and Ni based bimetallic clusters

a molecular adsorption of O2 is favoredd. Note that the latter is the prerequisite for methane

oxidation reaction. Further, we have noticed another peak of very reduced intensity (maroon

colour) next to orange coloured peak as in Figure 4.8c and 4.8d. This peak represents the bond

length of O2 moieties bonded at cross-bridge site (bond length is same as TM-O bond). Note

that O2 moieties bonded at cross-bridge site have more electronic interaction with metal atoms

in clusters as compared to O2 moieties at atop site. Therefore, the bond length of cross-bridge
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O2 moiety is comparatively higher than atop moieties. However, with the increase of the no. of

TM atoms in the clusters, dissociative adsorption of oxygen gets increased. This information

should be very useful in the kinetic study to propose a reaction mechanism.

4.4 Conclusion

In summary, we have presented a robust methodology to study the catalytic activity of small

TM based bimetallic oxide clusters. As a first step we have used a massively parallel cascade

genetic algorithm to determine all the low energy isomers. The thermodynamic stability of such

structures are determined by minimizing their Gibbs free energy of formation using ab initio

atomistic thermodynamics method. A smaller C−H bond activation barrier is noticed when

the cluster possesses both a smaller fundamental gap alongwith an active centre for higher

catalytic activity. The negatively charged clusters are in general more promising candidates

for having smaller activation barrier with high stability. The role of TMs towards controlling

the activation barrier is less. However, the nature of TMs determine the favorable type of O2

adsorption. Since Co and Ni based clusters favor molecular O2 adsorption, they are expected

to have a better catalytic performance amongst various TMxMgyOz clusters.



CHAPTER 5

Effect of nitrogen doping on the stability and

electronic properties of (meta-)stable (TiO2)n clusters

5.1 Introduction

Accurate prediction of the structure of clusters as a catalyst, under reaction conditions, is the

most fundamental challenge to get a detailed understanding of the active sites and their impor-

tance. First principles based state-of-the-art global optimization methods viz. genetic algorithm

(GA)[144, 145, 146, 147, 148], basin-hopping (BH)[205], parallel tempering[206], particle-

swarm optimization (PSO)[207], stochastic tunneling[208], simulated annealing (SA)[209] etc.

can predict the catalysts’ structure. Moreover, if we have some primary information such as the

elemental constituents in the catalyst and its reaction conditions (e.g. temperature and pressure,

doping concentration, etc.), accurate prediction of the equilibrium state is in principle possible

via ab initio thermodynamics [82]. However, this situation becomes complicated for real catal-

ysis if we look deep into the practical correlation of the predicted structure and its relevance

with the concerned catalytic reactivity. The structures closer to the global minimum (based

on ground state total energies) have higher occurrence probability at a finite temperature, but

that does not ensure these structures are responsible for the observed activity [88]. On the

other hand, metastable isomers of the catalyst are definitely not as stable as its global minimum

structure but may lead to having higher activity due to presence of active sites. Moreover, under

reaction conditions, the catalyst comprises of a wide range of structures all of which could be

active to some extent in the catalytic reaction [87]. Over the past, in most of the theoretical

studies of clusters, it is assumed that experimentally probed clusters are in their ground state

conditions due to thermodynamic equilibrium [107, 210, 211, 212, 213]. Contrary to this, few

experimental and theoretical studies have revealed that the experimentally detected clusters are

97
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the metastable isomers, rather than the ground-state ones [214, 215, 138, 90]. Here we present a

robust theoretical approach to study the active sites of a cluster by taking a prototypical model

system for Transition-metal (TM) oxides, in particular titanium dioxide (TiO2), owing to its

ubiquity, low cost, stability, nontoxicity, catalytic activity and environment friendly nature.

TiO2 has a great significance in photocatalysis from the perspective of industrial applica-

tions [216, 217, 218, 219, 220, 221, 222, 223, 224]. However, the wide band gap of TiO2

that only absorbs the UV light of the solar spectrum, limits its efficiency in technological ap-

plications. Previous works suggest that the non-metal doping enhances the photoactivity of

nanoclusters of TiO2 [225, 226, 227, 228, 229, 230]. The higher photocatalytic activity and

stronger optical response are noticed with an increase of the N-doping concentration in TiO2

nanophotocatalyst [231, 154, 226, 155, 229, 232, 156, 233, 157, 158, 162]. Xiaobo et al. have

revealed additional electronic states for non-metal dopants (N, C and S), above the valence band

edge of pure TiO2 nanomaterials using X-ray photoelectron spectroscopy (XPS) [229], which

lead the substantial modification in the optical properties. On the contrary, in theoretical study

of Shevlin et al., no response in visible region is reported for N-doped TiO2 clusters[8]. The

viable reason of this discrepancy of theoretical and experimental finding is, in the theoretical

work they have addressed only the most stable substitutional N-defects, whereas in the XPS

spectra both substitutional and interstitial (meta)stable defects are detected [229].

Therefore, it is well known these days that electronic properties of nanoclusters highly de-

pend on structural configuration and particularly for the catalysis purpose, metastable structures

are promising choice rather than the global minimum structure [214, 88, 138, 212]. Note that

previous studies have suggested that clusters possessing a high vertical electron affinity (VEA)

or a low vertical ionization potential (VIP) are the promising choice as a photocatalyst. This is

due to their ability to accept or donate an electron more readily [138, 90, 214, 234, 235]. We

have, therefore, implemented a suite of massively parallel cascade genetic algorithms (GA).

The first is the conventional energy-based GA [viz. (GA)E] as described in detail in Ref [82].

This will give us all the local isomers close to energy based global minimum. The second GA is

tailored explicitly to find metastable structures having specific bias for a property [viz. (GA)P].

This specific property is used to evaluate the fitness function for (GA)P. If this property is high

vertical electron affinity, we call it (GA)EA
P , whereas if it is low vertical ionization potential we

represent it as (GA)IP
P . As a test case, we have shown the performance of these three GAs [viz.

(GA)E, (GA)EA
P , (GA)IP

P ] for pristine (TiO2)n clusters at various sizes in Figure 5.1. It is clearly
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shown that while (GA)E searches low energy clusters, (GA)P focuses on some metastable part

of the PES to optimize some specific properties. More details and validity of this implemen-

tation can be found in Ref [90]. Here, we have applied these three GAs to build a database

of pristine as well as doped (TiO2)n clusters with n = 4 – 10, 15, 20. Note that we have in-

vestigated three different configurations of N-doped (TiO2)n nanoclusters to modify electronic

properties at sub-nanometer scale: (a) N replaces O-atom making a substitutional defect (NO),

(b) N as interstitial (NO)O, and (c) (N2)O where both N substitution as well as interstitial share

the same site.

In this chapter, as a first step from an exhaustive scanning, we have considered three types of

(un)doped (TiO2)n clusters: (i) clusters having the minimum ground state total energy (ii) clus-

ters with high vertical electron affinity (VEA), and (iii) clusters possessing the low vertical ion-

ization potential (VIP). Note that despite (meta)stable structures are promising candidates for

catalysis, their free energy of formation should not be too far away from the free energy based

global minimum. Therefore, we determine the thermodynamic stability of these structures by

minimizing its Gibbs’ free energy of formation as a function of charge state at realistic con-

ditions (e.g. temperature (T ), oxygen partial pressure (pO2), doping) [82, 236, 237, 238, 239].

This facilitates us to estimate the probability of occurrence of these (meta)stable structures. Fol-

lowing this, a few clusters, that are thermodynamically stable as well as possess active sites, are

selected and their electronic structures are accurately analyzed using GW calculations. Further,

we have performed the OER and HER on these clusters to understand the catalytic performance

and active sites of stable and metastable configurations. We have also examined the electro-

chemical potential/pH (Pourbaix) diagram to understand the relative electrochemical stability

of these N-doped (meta)stable clusters in aqueous environments. The electrochemical stability

is a crucial factor to determine the performance and durability of these systems as a function of

electrode potential and pH. In this way, we have systematically studied doped (TiO2)n clusters

for application in electrocatalytic water splitting.

5.2 Methodology

All density functional theory (DFT) calculations have been performed using FHI-aims code,

which is an all electron code with numeric, atom-centered basis set [126]. To find the preferred

site for different types of defects [NO, (NO)O and (N2)O] in the clusters, we have employed
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cascade GA [82, 90]. While running GA, the optimization is done with vdW-corrected [178]

PBE [121] functional [PBE+vdW]. We have used “tight - tier 2” settings [126], and force tol-

erance is set to 10−5 eV/Å. We have reported in our previous studies [108, 212, 82, 215, 213]

that PBE+vdW energetics give qualitatively wrong prediction for the stability of oxide systems.

Therefore, inside cascade GA, right after optimization, we run a single point energy calcula-

tion via vdW-corrected-PBE0 [124] hybrid exchange correlation functional (PBE0+vdW), with

“tight - tier 2” settings to determine the fitness function of various defect configurations. Note

that for property based cascade GA i.e. (GA)P the VEA/VIP values are obtained via delta-scf

method [90] at the level of PBE0+vdW. Note that an accurate choice of functional for estima-

tion of the fitness function of different clusters is essential for a meaningful scanning of the

PES. We have thoroughly validated this in Ref [108, 82, 90].

After getting the low energy N-doped (TiO2)n (n = 4 – 10, 15, 20) configurations for all

the sets of clusters ((GA)E, (GA)P
EA and (GA)P

IP based clusters), we study the thermodynamic

stability of the N-doped (TiO2)n clusters in an oxygen atmosphere using the ab initio atomistic

thermodynamics (aiAT) approach. Using this approach, we can determine the stability of defect

states by minimizing the Gibbs’ free energy of formation at different T and pO2 . We have

used many-body perturbation theory within the GW approximation to evaluate the fundamental

gap (Eg) and excitation energy (Ex) of all the defect configurations. “Really-tight” numerical

settings and tier 4 basis set [126] are used to calculate Eg at the level of G0W0@PBE0.

5.3 Results and Discussions

5.3.1 VEA, VIP and Relative energy of pristine (TiO2)n clusters

As mentioned above, to study N-doped (TiO2)n clusters, as a first step, a robust scanning of

the potential energy surface (PES) is done by (GA)E, (GA)EA
P , and (GA)IP

P based algorithm.

This helps in building a large data set (global minimum and metastable clusters) to provide a

realistic description of structures and electronic properties. Moreover, it helps us to identify all

possible energetically favorable positions of N related defects (either substitution, interstitial

or combination of both) in (TiO2)n clusters. In Figure 5.1(a-c), we have plotted VEA, VIP

and relative energy of undoped clusters which are scanned by (GA)E, (GA)P
EA and (GA)P

IP

algorithm, respectively. Each GA has scanned the different regions of the configuration space.

The energy based algorithm [(GA)E] has scanned the clusters with minimum energy (bluish
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points in Figure 5.1a), whereas the property based algorithms [(GA)P
EA and (GA)P

IP] have

scanned the clusters with higher energy than that obtained by (GA)E as shown in Figure 5.1b

and 5.1c.

Figure 5.1: VIP vs VEA for the low-energy isomers of (a) (GA)E, (b) (GA)P
EA and (c) (GA)P

IP based

clusters. The color bar represents the relative energy. The single point energy is calculated with

PBE0+vdW, whereas VIP and VEA are determined with G0W0@PBE0.

5.3.2 Density of states for undoped (TiO2)10 cluster

Figure 5.2: TDOS and PDOS for (TiO2)10 cluster.

In Figure 5.2, we have shown the total density of states (TDOS) and atom-projected density

of states (PDOS) that are mainly contributing at HOMO and LUMO level. At HOMO level,

states are highly localized to the dangling O-atoms, whereas LUMO states are localized to the

Ti-atom, which is at the maximum distance from the dangling O. Low energy based cluster
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shows the higher HOMO-LUMO gap in comparison to property based clusters. The reduction

in the gap is attributed to the highly localized peaks near LUMO and HOMO level, in case of

(GA)P
EA and (GA)P

IP based clusters, respectively.

5.3.3 Structural details to form (N)O, (NO)O and (N2)O in (TiO2)n clusters

In Figure 5.3(a-c), we have shown the favorable defect sites as (N)O, (NO)O and (N2)O in

N-doped (TiO2)10 cluster, respectively. We have found that O-site with high coordination is

Figure 5.3: Energetically preferable position of different types of defects in N-doped (TiO2)10 cluster:

(a) NO, (b) (NO)O and (c) (N2)O.

preferable for substitutional defect. This finding is in good agreement with the previous simu-

lation study [8]. Note that from the perspective of electronic configuration, N-atom has three

unpaired electrons in the outermost shell, whereas O-atom has only two electrons. Therefore,

the N-atom will favor more folded O-site to attain the maximum coordination number in the

clusters. For interstitial case, we have observed that interstitial N-atom prefers to form the bond

with dangling O-atoms because these oxygen atoms have the localized states at the HOMO

level. The interaction of (NO)O doping affects the HOMO states, which may lead to substantial

modification in their electronic properties. Moreover, since N-atom has unpaired electrons, it

has tendency to share the electrons with more electronegative atom (dangling O-atom is having

less coordination number). Likewise (NO)O, (N2)O also favors the dangling O-site (see Fig-

ure 5.3). By getting various cluster configurations from GA, we determine the thermodynamic

stability of the clusters at finite T , pO2 as discussed in the following section.
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5.3.4 Thermodynamic stability of (N)O, (NO)O and (N2)O in (TiO2)n clus-

ters

We address the thermodynamic stability of different types of charged defects ([(N)O]q, [(NO)O]q

and [(N2)O]q with q = -2, -1, 0, +1, +2) in an oxygen atmosphere using aiAT. The phase dia-

grams are obtained by determining the Gibbs free energy of formation of all N-doped clusters

as a function of T , pO2 and chemical potential of an electron (µe) by using the following equa-

tions:

(i) The formation energy of (N)O in the charge state q is given by:

Ef(Nq
O) = E[NTinO2n−1]q − E[TinO2n]0 + µO − µN + qµe (5.1)

(ii) The formation energy for interstitial N i.e. (NO)O is:

Ef((NO)qO) = E[NTinO2n]q − E[TinO2n]0 − µN + qµe (5.2)

(iii) Similarly, the formation energy for (N2)O can be written as:

Ef((N2)qO) = E[N2TinO2n−1]q − E[TinO2n]0 + µO − 2µN + qµe (5.3)

where, µN = ∆µN + 1
2E[N2] + hνNN

4 and µO = ∆µO + 1
2E[O2] + hνOO

4 . Here, E[NTinO2n−1]q,

E[NTinO2n]q, E[N2TinO2n−1]q and E[TinO2n]0 are the total energies corresponding to (N)O,

(NO)O, (N2)O doped and undoped clusters, respectively. E[O2] and E[N2] are the total energies

of O2 and N2 molecules, respectively. µe is varied from valence band maximum to conduction

band minimum of the bulk TiO2. νOO and νNN are the stretching frequencies of O–O and N–

N bonds, respectively. The formation energies of charged and neutral defects depend on µO,

which incorporates the effect of T and pO2 . ∆µO as a function of T and pO2 is calculated as

follows [82]:

∆µO(T, pO2) = 1
2

[
−kBT ln

[(2πm
h2

) 3
2

(kBT )
5
2

]
+ kBT ln pO2 − kBT ln

(
8π2IAkBT

h2

)

+ kBT ln
[
1− exp

(
−hνOO

kBT

)]
−kBT lnM+ kBT ln σ]

(5.4)

where m is the mass, IA is the moment of inertia of O2 molecule, M is the spin multiplicity

and σ is the symmetry number. Similarly, µN is estimated by the formation of N2 molecule,

i.e., ∆µN = -0.25 eV at ambient condition [213, 240].



5.3. Results and Discussions 104

Figure 5.4: 2D phase diagrams of N-doped (TiO2)10 clusters at T = 300 K and pO2 = 1 atm. The

formation free energy is shown as a function of the chemical potential of an electron (µe). The upper,

middle and lower panel represent the phase diagrams of (GA)E, (GA)P
EA and (GA)P

IP based clusters,

respectively, for size: (a, e, i) n = 5, (b, f, j) n = 10, (c, g, k) n = 15, (d, h, l) n = 20.

5.3.4.1 2D phase diagrams

In Figure 5.4, we have shown the 2D phase diagrams of N-doped (TiO2)10 clusters at ambient

condition (T = 300 K and pO2 = 1 atm). In the upper, middle and lower panel, phase diagrams

are shown for (GA)E, (GA)P
EA and (GA)P

IP based clusters, respectively. In (GA)E clusters

for n = 5, at lower values of µe (p-type doping region), (N2)+1
O is the most stable state with

the minimum formation energy, whereas at higher values of µe (n-type doping region) (NO)0
O

phase becomes stable (see Figure 5.4a). For n = 10, 15 and 20, (N2)+1
O and (NO)+1

O states have

the same formation energy near p-type doping. Near n-type doping region, (NO)0
O is the most

stable for n = 10 and 15, whereas (N2)0
O is stable for n = 20 (see the Figure 5.4(b-d)). In (GA)P

EA

case, near p-type doping region (N2)+1
O is the most stable phase for n = 5, 10, and near n-type

doping region (NO)0
O becomes favorable as shown in Figure 5.4(e-f). For n = 15, (NO)+1

O and

(NO)0
O are the stable phases in p-type and n-type doping region, respectively. Note that for n

= 20, (N2)+1
O and (NO)+1

O phases are overlapping in p-type doping region. Near n-type doping
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region, (N2)0
O becomes the most stable. In N-doped (GA)P

IP clusters, (NO)+1
O and (N2)+1

O both

phases have nearly same formation energy and are stable in p-type doping region for size n = 5,

10 and 15. However, for size n = 20, (NO)+1
O is the most stable phase in p-type doping region.

In n-type doping region, for n = 5, (N2)0
O phase is most stable. For size = 10, 15 and 20, N−1

O

state is the most stable state having the minimum formation energy.

5.3.4.2 3D phase diagrams

Figure 5.5: 2D view of 3D phase diagrams obtained for N-doped (GA)E [upper panel], (GA)P
EA [middle

panel] and (GA)P
IP [lower panel] clusters in different charge states for size n = 5 (a, e, i), 10 (b, f, j), 15

(c, g, k) and 20 (d, h, l). Colored regions show the most stable defect states at realistic conditions (T ,

pO2 and µe). The top axes are representing the pressure scale of O2 at T = 300K and 600K.

3D phase diagrams of (GA)E clusters for size n = 5, 10, 15, 20 are shown in Figure 5.5(a-d),

sequentially. At lower values of µe (p-type doping), (N2)+1
O defect is predominant for a wide

range of ∆µO. However, (NO)+1
O defect is also observed at a higher range of pressure for size
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n = 10, 15, 20. At higher values of µe (n-type doping), (N2)0
O defect is stable at lower range

of pressure except for n = 10 case. However, at feasible pressure, (NO)0
O defect is found to be

the most stable. Hence, we can summarize that interstitial defects [(NO)O and (N2)O] are most

stable in (GA)E based (TiO2)n clusters. However, substitutional defect NO has higher formation

energy at ambient condition (T = 300 K, pO2 = 1 atm), that can be seen clearly in 2D phase

diagrams as shown in Figure 5.4(a-d). Note that until date, theoretical calculations are limited

to non-metal doping (that to substitution only) in TiO2 clusters closer to energy based global

minimum [228, 8]. It is therefore of profound interest to address the stability and electronic

structure of property based doped clusters (i.e. clusters generated from (GA)P
EA, and (GA)P

IP

algorithms). The latter may have a better correlation with the experimentally detected clusters.

Likewise (GA)E clusters, the property based clusters follow almost the same trend at lower

values of µe [see Figure 5.5(e-l)]. However, (N2)0
O phase is most probable in n-type region

(higher µe), whereas a slight portion of (NO)0
O defect is apparent at high pressures for n = 5,

10 and 15 cases (see Figure 5.5(e-h)). Interestingly, we notice that substitutional phase i.e.,

N−1
O is only visible in n-type doping region along with interstitial phases for doped clusters

(scanned via (GA)P
IP) having size n = 10, 15, 20 (see Figure 5.5(j-l)). We can make a key

conclusion from Figure 5.5 that N interstitial defects ((N2)0/+1
O , (NO)0/+1

O ) are most prominent

at a given T and pO2 in N-doped TiO2 clusters. Further, we have explored the fundamental gap

and excitation energy of (un)doped TiO2 clusters to see their applicability in photocatalysis.

5.3.5 Fundamental gap and excitation energy of (un)doped (TiO2)n clus-

ters

Next, setting formation energy of global minimum at 0 eV of the respective class of configu-

rations (viz. pristine, NO, (NO)O and (N2)O), we have considered all the structures within an

energy window of 3 eV generated via (GA)E, (GA)P
EA and (GA)P

IP for further analysis of their

electronic structure. The number 3 eV is chosen assuming this is large enough window for

consideration of metastable isomers and anything beyond this is very less likely to appear in

real experiments.

We have then determined the fundamental gap (Eg) and excitation energy of all the N-doped

(TiO2)n clusters and compared with pristine counterpart (see Figure 5.6a). These are computed

at the level of G0W0@PBE0. Note that the difference of vertical electron affinity (VEA) and

vertical ionization potential (VIP) gives the fundamental gap[168]. We can also define it as
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the energy required to make a pair of free charge carriers i.e. quasiparticle gap. If a particular

cluster has simultaneously high vertical electron affinity (VEA) and low vertical ionization po-

tential (VIP), it possesses the low fundamental gap (VIP – VEA). Furthermore, this candidate

would be the very active cluster as it can accept or donate an electron readily [90, 198, 212]. It

is experimentally reported that photoelectron spectroscopy of negatively charged clusters gives

information about the energy gap between the highest occupied molecular orbital (HOMO) and

lowest unoccupied molecular orbital (LUMO) for neutral clusters [7]. Therefore, the excitation

energy for neutral species can be determined by their negatively charged species. The extra

electron in the anion cluster occupies the LUMO of the neutral cluster, and thus, yields the first

band peak, whereas the next peak of the band corresponds to ionization energy of the HOMO-1

of the charged cluster. Therefore, to calculate the excitation energy of (un)doped clusters, we

Figure 5.6: (a) Fundamental gap (Eg) vs. excitation energy (Ex) (G0W0@PBE0) for all the (un)doped

(TiO2)n [n = 4 - 10, 15, 20] clusters. (b) In the schematic, yellow lines refer to the vertical ionization

potential and vertical electron affinity of the neutral cluster (NP), while the green line refers to the vertical

ionization potential of negatively charged cluster. The dashed green lines define VIP
′

(the energetic cost

of extracting an electron from the HOMO-1 level of the NP−1) and AIP (adiabatic ionization potential

corresponds to the HOMO level of the NP−1).

have taken the difference of ionization potential of HOMO-1 level of anion cluster and electron

affinity of the neutral clusters as shown in the schematic diagram in Figure 5.6b. Note that

the adiabatic ionization potential (AIP) of the anion cluster defines the vertical electron affinity

(VEA) of the neutral clusters. We notice that the experimental results of undoped clusters are
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Cluster Ex Ex Ex Eexp ETD EHL

size [(GA)E] [(GA)P
EA] [(GA)P

IP]

(TiO2)4 4.33 2.98 2.60 2.60 3.30 3.15

(TiO2)5 4.19 2.51 2.82 2.85 3.06 4.54

(TiO2)6 4.23 2.65 2.18 3.00 3.23 4.53

(TiO2)7 4.65 3.07 2.52 3.10 2.88 3.96

(TiO2)8 4.59 3.59 2.50 3.13 - 3.58

(TiO2)9 4.30 3.59 3.35 3.13 - 3.84

(TiO2)10 4.54 2.73 3.15 3.31 3.14 4.49

Table 5.1: Theoretically calculated excitation energy (Ex), experimental excitation energy (Eexp) [7],

singlet transition energy (ETD) [8], and HOMO-LUMO energy EHL [9, 10] corresponding to (TiO2)n

clusters. All the values are in eVs.

consistent with the clusters generated via (GA)P rather than (GA)E (see Table 5.1). This means

the experimentally observed clusters are metastable and any conventional total energy based

global minimum search algorithm will fail to detect them. In Figure 5.6a, we have shown the

fundamental gap vs. excitation energy of (un)doped clusters for each set of clusters ((GA)E,

(GA)P
EA and (GA)P

IP). The region enclosed by circle corresponds to the undoped (GA)E clus-

ters, having the large values for fundamental gap and excitation energy. Note that the same

undoped clusters scanned via (GA)P show the lower values as compared to the (GA)E clusters

(see enclosed diamond shape region). As the undoped clusters possess high excitation energy,

this limits their applications for the photocatalysis. Interestingly, in N-doped clusters, each

types of defect (viz. substitution, interstitials) reduce the fundamental gap (Eg) and excitation

energy (Ex) substantially (see the rectangular shaded area in Figure 5.6a). The reduction in the

fundamental gap and excitation energy could be ascribed to the presence of the dopant states,

which lead to the new HOMO–LUMO levels in the clusters.

5.3.6 VIP and VEA of (un)doped clusters with respect to the water redox

potentials

Note that only reduction in the fundamental gap can not assure the hydrogen generation via

photocatalytic water splitting. The potential of free charge carriers (VIP, VEA) should have

appropriate position to straddle the redox potentials of water for hydrogen evolution reaction
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(HER) and oxygen evolution reaction (OER). In order to analyze the ability of the clusters to

drive the reduction of protons and the oxidation of water, four redox half-reactions are involved.

Among these, two reactions are governed by exciton, and the other two by free electron and

hole[241, 242, 243]. In our case study, we have considered the latter one. Free charge carriers

with the necessary chemical potential can in principle drive the water splitting half-reactions.

The redox half-reactions are given below with the convention of reduction reactions[242]:

NP + e− � NP−1 (5.5)

NP+1 + e− � NP (5.6)

here NP is the neutral cluster, and NP−1,NP+1 represent the photocatalyst with a free electron

in the conduction band and hole in the valence band, respectively. In equation 5 and 6, free

electron act as a reductant and free hole will acts as an oxidant, respectively. The free energies

of half-reactions are given in equation 7 and 8:

∆E(6) = E(NP−1)− E(NP) = −EA (5.7)

∆E(7) = E(NP)− E(NP+1) = −IP (5.8)

∆E(6) and ∆E(7) are equal to negative of adiabatic electron affinity and ionization potential,

respectively. Note that we have used vertical approximation that ignores the nuclear relaxation

and yields vertical potential. For water splitting photocatalyst, the VIP (energy required to ex-

tract an electron from the HOMO) level must be located below the OER potential (O2/H2O),

whereas the VEA (the energy released while adding the electron to LUMO) level must be above

the HER potential (H+/H2) as shown in the schematic diagram of Figure 5.7a. Using the in-

formation of VIP and VEA, one can calculate the reduction potentials associated with the free

charge carriers. Specifically, we use many body perturbation theory to calculate the thermody-

namic driving force for the water splitting half-reactions 5 and 6. Experimental potential values

are given relative to the Standard Hydrogen Electrode (SHE) (pH = 0). In practice, the required

overall potential difference is larger than 1.23 eV to overcome energetic losses and kinetic bar-

riers. In Figure 5.7(b-d), we show the G0W0@PBE0 predicted vertical potentials relative to

the SHE to obtain the potential candidates for photocatalytic water splitting. The colored area

(as in Figure 5.7(b-d)) represents the suitable region for overall water splitting. For NO dopant
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Figure 5.7: (a) The schematic diagram shows how the (standard) reduction potentials (VIP and VEA)

of the ideal photocatalyst (cluster) straddle the HER and OER potentials. The schematic shows the free

charge carriers scenario, where the excited electron and hole are spatially separated within the particle

due to negligible coulombic interaction. hν defines the energy of the photon absorbed by the cluster.

e− and h+ stand for electron and hole, respectively. VIP refers to the cluster’s ground-state ionization

potential, whereas VEA to the ground-state electron affinity. VIP and VEA for doped clusters: (b) NO,

(c) (NO)O, and (d) (N2)O. The dashed green and red lines represent the standard redox potentials for

water reduction (H+/H2) and oxidation potential (O2/H2O) at pH = 0, respectively.

case, all the candidates (generated via (GA)E and (GA)P) have only the suitable VIP for OER

as shown in Figure 5.7(b). Hence, the NO doped clusters are not potential candidates for overall
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water splitting except two [(GA)E and (GA)P
EA of size 9 and 10, respectively]. In the case of

(NO)O doping, maximum points lie within a suitable region for both the potentials (see Fig-

ure 5.7(c)). In Figure 5.7(d), for (N2)O doping, all the (GA)P
EA clusters are inside the colored

region whereas majority of (GA)E and few (GA)P
IP clusters are lying above the water oxidation

potential level (O2/H2O). The latter are appropriate for HER. Among different doped configu-

rations, (NO)O is the promising choice for photocatalytic water splitting (see Figure 5.7). Note

that maximum isomers scanned via (GA)P
EA are found to be suitable for photocatalytic water

splitting followed by the isomers generated by (GA)P
IP and (GA)E for all the doped configura-

tions. This further validates the importance of a dedicated algorithm viz. (GA)P to capture the

metastability triggered reactivity.

5.3.7 Electronic structure of doped (TiO2)10 clusters

To have in-depth understanding on the role of dopants in reducing the fundamental gap and their

applicability in photocatalytic water splitting, we have analyzed the electronic density of states

(DOS). The total DOS (TDOS) and partial DOS (PDOS) of (GA)P
EA based doped (TiO2)10

clusters are shown in Figure 5.8. Note that we have shown the PDOS of only those atoms, which

have the major contribution at HOMO–LUMO levels. In undoped (TiO2)10 cluster, orbitals of

dangling O-atoms contribute to HOMO level, whereas the LUMO level is mainly attributed

by the Ti-atoms that have the maximum distance from dangling O. In case of N-substitutional

doping (N)O, N is 4-folded and tightly bonded with Ti-atoms, that results in deep states far

away from the Fermi-level (see lower panel of Figure 5.8a, e and f). Further, the charge density

is calculated on N-site (−0.38) which is comparable to charge density on substitutional O-atom

site (−0.40) of undoped case. This signifies that it will act as a deep donor site. We have also

noticed the unoccupied deep mid gap states, which are associated with the dangling O-atoms

and their bonded Ti-atoms. Consequently, the fundamental gap (Eg) is reduced in the NO doped

structures, where N is highly coordinated to Ti (see in Figure 5.8a). The aforementioned states

shift the LUMO towards Fermi level and thus, NO doped clusters are not suitable for HER

(see Figure 5.8e and 5.8f), which can also be observed from Figure 5.7b. In case of (NO)O

doping, we find the occupied N-states above the HOMO level, which are overlapped with the

states of bonded atoms to the dopant as shown in Figure 5.8b, d and g. Since oxygen is more

electronegative than nitrogen, nitrogen might transfer charge to the bonded oxygen. As a result,

dopant acts as a donor, and introduces occupied states near the HOMO. Therefore, in Figure
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Figure 5.8: TDOS and PDOS of (GA)P
EA based doped (TiO2)10 clusters: (a) NO, (b) (NO)O, (c) (N2)O.

The respective electronic configuration of doped state is shown below the DOS. Double headed arrows

are representing the HOMO–LUMO gap.
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5.4b, for p-type doping, the formation energy of (NO)O defect with +1 charge state is minimum.

In few cases of (GA)P
IP based clusters, the manifestation of deep occupied mid gap states of

Ti-atoms deteriorates their oxidation potential (see Figure 5.8g). Similarly, for (N2)O doping,

Figure 5.9: IR spectra of (GA)E (left column) and (GA)P
EA (right column) based (TiO2)10 clusters: (a,

b) undoped, (c, d) NO, (e, f) (NO)O and (g, h) (N2)O.

N-atoms yield the occupied states, which are overlapped with states of bonded Ti as shown in

Figure 5.8c, 5.8e and 5.8h. (N2)O transfers the charge to the Ti, which results in the strong

bonding between N2 entity and Ti-atom. However, in (GA)E clusters, we observe the occupied

mid gap states of Ti-atom in (N2)O dopant case (see Figure 5.8c). As a result, their oxidation

power is degraded. Therefore, all the points of (N2)O dopant for (GA)E based clusters are

lying above the OER potential in Figure 5.7d. Hence, (N2)O dopant in (GA)E clusters is not a

desirable choice for overall water splitting.

In the next step, we have simulated the infrared (IR) spectra to determine the characteristic

vibrational modes which are induced by the dopant sites in the clusters. For the concise de-
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scription, we have considered representative cases as (GA)E and (GA)P
EA based clusters of size

n = 10. In (N)O dopant cases, the spectrum has shifted to the lower frequency in comparison

to the undoped cluster (see Figure 5.9(a-d)). Contrary to this, in the IR spectra of (NO)O and

(N2)O doped clusters, we have noticed the additional peaks above the highest peak of undoped

cluster as shown in Figure 5.9(e-h). The N–O and N–N moieties are found to be responsible for

the new emerging peaks in the spectra. In addition to this, we have seen the localized electron

density at N–O and N–N moieties, which confirms that these moieties are the active centres in

the clusters. However, in (N)O dopant cases, the electron density is not localized at a particular

site. These observations would be helpful for future experiments to recognize the different type

of dopant sites in the (TiO2)n clusters.

5.3.8 Evaluation of OER and HER

In next step, the study of OER and HER is carried out on (un)doped (meta)stable (TiO2)10 clus-

ters according to the four steps and single step mechanisms, respectively. The OER process

involves four sequential proton-coupled electron transfer (PCET) steps in which the interme-

diate states hydroxyl (OH*), atomic oxygen (O*), and hydroperoxo (OOH*) are formed as

follows:
2H2O(l) + (∗)→ OH∗ + H2O + (H+ + e−) (A)

→ O∗ + H2O + 2(H+ + e−) (B)

→ OOH∗ + 3(H+ + e−) (C)

→ O2(g) + (∗) + 4(H+ + e−) (D)

(5.9)

The HER takes place through proton reduction:

2H+ + 2e− → H∗ + (H+ + e−)→ H2 (5.10)

where (*) is an active site on the cluster. The detailed description of the procedure is given in

Ref. [244, 245]. For every reaction step, we have optimized the geometries of the intermediate

configurations to compute their ground-state and zero point energies. The free energy variation

at each reaction step is calculated as ∆G = ∆E + ∆EZPE - T∆S + ∆GU + ∆GpH, where ∆E is

the difference of total energy, ∆EZPE is the difference in the zero-point energy, ∆S is the change

in entropy, T is temperature (300 K). ∆GU and ∆GpH are the contributions from the electrode

potential (ESHE) and pH value. We have calculated the free energy of the intermediates at zero

electrode potential (ESHE) and pH = 0 [246]. The EZPE and TS for each reaction intermediates
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are calculated as EZPE = 1
2
∑
i
hνi and TS = ∑

i
hνi

1
exp
(
hνi
kBT

)
−1
− kBT

∑
i

ln
[
1− exp

(
− hνi
kBT

)]
,

where h, νi and kB are Planck constant, vibrational frequencies and Boltzmann constant, re-

spectively. Following this, the theoretical overpotential (η) of OER is obtained, which provides

insight on the relative catalytic performance of different configurations. The difference between

potentials corresponding to the change in free energy and the overall thermodynamic reaction

potential (1.23 V), provides the lower bound for the overpotential as given in Eq. 5.11.

η = max(∆GA,∆GB,∆GC,∆GD)/e− 1.23V (5.11)

Further, the adsorption energies of H-atom and H2O molecule on doped clusters are determined

as follows:

Ead = Ecatalyst+mol − Emol − Ecatalyst (5.12)

Where, Ecatalyst, Emol and Ecatalyst+mol are the total energies of catalyst, adsorbate and catalyst

Figure 5.10: (a, b) Geometries, electron density profile and binding energies of single H-atom and water

molecule adsorbed on (NO)O doped (TiO2)10 cluster, respectively.

with adsorbate, respectively. The adsorption of H-atom favors (NO)O-site as the electron den-

sity is highly localized at the dopant site (see Fig. 5.10(a)). The (NO)O-site leads to a gain in

adsorption energy from −0.72 eV to −1.43 eV. This observation matches with earlier reported

results on TiO2(001) surface, that the presence of N-dopant promotes the water dissociation

via proton transfer from the H2O molecule to the N-doped site [245]. Moreover, the dis-

sociative adsorption of H2O molecule is observed to be more favorable than the molecular

adsorption (see Fig. 5.10(b)). The step with higher positive free energy between two reaction
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Figure 5.11: (a, b) OER cycles on two different Ti-sites of (NO)O doped (GA)P
EA based (TiO2)10

cluster. In Fig. 5.12, we have shown the OER cycles on other configurations. (c, d) Reaction free

energy diagrams of the OER and HER on N-doped (TiO2)10 clusters at an electrode potential ESHE = 0

V, respectively. At zero potential, (H+ + e−) can be expressed as 1
2H2.

steps in the mechanism determines the overall thermodynamics of the OER and is called the

rate-determining step (RDS). It is observed that the RDS of the OER is located on the second

(Eq. 5.9B) or the fourth (Eq. 5.9D) PCET step. In the cases, where the formation of hydroxyl

(OH*) intermediate is energetically less favorable (positive value of ∆GA), the dissociation of

OH* is the RDS of the OER. Contrary to this, if formation of OH* is favorable then the last

step, the dissociation of OOH* (Eq. 5.9D) is the RDS. Only (NO)O doped (GA)P
EA cluster

holds the RDS of the formation of OOH* (Eq. 5.9C) with a ∆G value of 2.64 eV as shown in

Fig. 5.11(b). For the same configuration, different Ti-sites give different value of ∆GA. In Fig.

5.11(a), we find the negative value of ∆GA , whereas in Fig. 5.11(b) (with different Ti-site),

we obtain positive value. In the former case, the Ti-site is away from the dopant site, while in

latter case, it is close to the dopant site, which results in lower overpotential. The calculated

overpotential (η) values of OER on pristine (2.55 eV) and (N)O (2.60 eV) doped (GA)E cluster

are found to be higher than that of N-doped property based clusters as shown in Fig. 5.11(c).

A large decrement in ∆G for HER on (NO)O doped (TiO2)10 clusters indicates a preferable
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Figure 5.12: OER cycles on different configurations of (GA)E, (GA)P
EA and (GA)P

IP based (TiO2)10

clusters.
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hydrogen adsorption strength due to highly localized charge density at the active site (see Fig.

5.11(d)). Therefore, doped clusters show higher HER activity than undoped clusters. Hence,

based on the reaction free energy profiles, a conclusion can be drawn that N-doped clusters

exhibit higher OER and HER catalytic activity than the undoped counterpart due to the smaller

∆G value of the RDS, which results in lower overpotential.

5.3.9 Electrochemical phase (Pourbaix) diagram and phase probability

analysis

The electrochemical phase (Pourbaix) diagram is simulated by varying the chemical potential

of reaction (∆µ) for considered species over the specified electrochemical conditions (ESHE ∈

[−3, 3] V and pH ∈ [0, 16]). ∆µ is calculated using the Thermodynamic and Nernst equations.

5.3.9.1 Thermodynamic energies

The reaction equations between N-doped (TiO2)n clusters and the references (i.e., Tin, O2, and

N2) can be written as:

(i) Reaction path for (N)O doped clusters:

[NTinO2n−1]q → [Tin]q + 2n− 1
2 O2 + 1

2N2 (5.13)

(ii) Reaction path for (NO)O doped clusters:

[NTinO2n]q → [Tin]q + 2n
2 O2 + 1

2N2 (5.14)

(iii) Reaction path for (N2)O doped clusters:

[N2TinO2n−1]q → [Tin]q + 2n− 1
2 O2 + N2 (5.15)

Then, their formation energy (Ef) can be calculated using the following equations:

(i) The formation energy for substitutional N is:

Ef(Nq
O) = E[NTinO2n−1]q − E[Tin]q + (2n− 1)µO − µN (5.16)

(ii) The formation energy for interstitial N i.e. (NO)O is:

Ef((NO)qO) = E[NTinO2n]q − E[Tin]0 + (2n)µO − µN (5.17)
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(iii) Similarly, the formation energy for (N2)O can be written as:

Ef((N2)qO) = E[N2TinO2n−1]q − E[Tin]0 + (2n− 1)µO − 2µN (5.18)

To maintain a consistent energy scale for different set of clusters [i.e.,(GA)E, (GA)P
EA, (GA)P

IP],

we use the energy of Ti10 cluster as our reference state. To determine Ef, we have included the

DFT vibrational, translational and rotational free energies in O2 and N2 gases for accurate

thermodynamical simulation.

5.3.9.2 Electrochemical reaction paths and chemical potentials of reaction

The chemical potentials of clusters and aqueous ions are used to calculate ∆µ’s. To calculate

the ∆µ’s, Ti++ is considered as the electrochemical reference, therefore, it always resides at

the right side of the reaction paths designed here. Further, we have noted the electrochemical

reaction paths for different type [i.e.,(GA)E, (GA)P
EA, (GA)P

IP] of N-doped (TiO10)n clusters,

that connect all the considered species [e.g., metal, oxides, water, and aqueous ions] with each

other. Using these paths, the chemical potentials of reaction ∆µ(ESHE, pH) as function of

electrode-potential and solution-pH are determined. Using ∆µ values, the relative electro-

chemical stabilities of all the considered species are described at any defined electrochemical

condition. It is important to note that the chemical potentials for aqueous ions are concentration

dependent. Therefore, the chemical potential of an aqueous ion (e.g., ion I) is calculated at a

specified concentration ([I]) using the following expression:

µ(I) = µ0 +RT ln([I]) (5.19)

where R is the gas constant [8.31446 J/(mol K)] and µ0 is the chemical potential of ion I at the

standard condition (298.15 K, 1.0 bar, 1.0 mol/L, and pH=0). [I] is the aqueous-ion activity

approximated to be the concentration of the ion I. The considered experimental value of µ0 for

water is -2.458 eV. For H+ ion, µ0 at the standard condition (298.15 K, pH=0, 1.0 bar) equals

0 for standard hydrogen electrode (SHE). Hence, µ for H+ can be written as [247, 248]:

µ(I) = RT ln([H+]) = −RT ln(10) · pH (5.20)

The standard chemical potential (µ0 = -3.26 eV) of aqueous ion (Ti++) in solution is used from

Pourbaix & Bard’s data [249, 250]. For clusters, the standard chemical potential (µ) equals Ef.

Reaction paths and the corresponding reaction energies (∆µ), where µ(Ti) and µ(H+) are the



5.3. Results and Discussions 120

references (i.e., zero) for the chemical potentials at standard condition, and the standard hydro-

gen potential is the reference for the electrode potential ESHE (in V):

Reaction Paths:

(1) Ti→ Ti++ + 2e−

(2)
1
10[NTi10O19] + 3.8H+ + 1.8e− → Ti++ + 1.9H2O + 1

20N2

(3)
1
10[NTi10O20] + 4H+ + 2e− → Ti++ + 2H2O + 1

20N2

(4)
1
10[N2Ti10O19] + 3.8H+ + 1.8e− → Ti++ + 1.9H2O + 1

10N2

(5)
1
10[NTi10O19]−1 + 3.8H+ + 1.7e− → Ti++ + 1.9H2O + 1

20N2

(6)
1
10[NTi10O20]+1 + 4H+ + 2.1e− → Ti++ + 2H2O + 1

20N2

(7)
1
10[N2Ti10O19]+1 + 3.8H+ + 1.9e− → Ti++ + 1.9H2O + 1

10N2

The ∆µ for every reaction path is determined by evaluating the corresponding Nernst equation

at specified pH values and electrode potential ESHE.

(1a) ∆µ(Ti− Ti++) = µ(Ti)− µ(Ti++) + 2eESHE = −µ(Ti++) + 2eESHE

(2a) ∆µ(NTi10O19 − Ti++) = 1
10µ(NTi10O19)− µ(Ti++)− 0.1µN

− 1.9µ(H2O)− 3.8RT ln(10) · pH− 1.8eESHE

(3a) ∆µ(NTi10O20 − Ti++) = 1
10µ(NTi10O20)− µ(Ti++)− 0.1µN

− 2µ(H2O)− 4RT ln(10) · pH− 2eESHE

(4a) ∆µ(N2Ti10O19 − Ti++) = 1
10µ(NTi10O20)− µ(Ti++)− 0.2µN

− 1.9µ(H2O)− 3.8RT ln(10) · pH− 1.8eESHE

(5a) ∆µ([NTi10O19]−1 − Ti++) = 1
10µ(NTi10O19)−1 − µ(Ti++)− 0.1µN

− 1.9µ(H2O)− 3.8RT ln(10) · pH− 1.7eESHE

(6a) ∆µ([NTi10O20]+1 − Ti++) = 1
10µ(NTi10O20)+1 − µ(Ti++)− 0.1µN

− 2µ(H2O)− 4RT ln(10) · pH− 2.1eESHE

(7a) ∆µ([N2Ti10O19]+1 − Ti++) = 1
10µ(NTi10O20)+1 − µ(Ti++)− 0.2µN

− 1.9µ(H2O)− 3.8RT ln(10) · pH− 1.9eESHE
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Moreover, the involved steps of the adopted scheme are described in Ref. [248, 251] to pre-

dict the electrochemical stability. Here, the hybrid functional (PBE0) is used to include the

Figure 5.13: (a) Pourbaix diagram with aqueous ion concentration of 10−6 mol/L is obtained using PBE0

functional including vibrational contributions. The two inclined parallel black dashed lines show the

electrode potentials for the water oxidation (2H2O− 4e−→O2 + 4H+, upper one) and reduction (2H2O

+ 2e− → H2 + 2OH−, lower one). (b, c) Logarithm of concentration (in %) of various configurations

with respect to ESHE (pH = 12) and pH (ESHE = 0 V).

screened nonlocal exact exchange interaction, which is indispensable to draw the Pourbaix di-

agram accurately. The Pourbaix diagram at a moderate aqueous ion concentration [I] of 10−6

mol/L is simulated for N-doped (TiO2)10 clusters for all sets [i.e., (GA)E, (GA)P
EA, (GA)P

IP] as

shown in Fig. 5.13(a). (NO)O
+1, (NO)O

0 and (N)O
−1 phases of (GA)E based clusters appear as

the most stable one in the Pourbaix diagram at pH > 6.0, below which they will dissolve into

Ti++ ions. (NO)O
+1 and (NO)O

0 are stable, when ESHE resides above the oxidation potentials

of water. We have finally performed probability analysis, to quantitatively reveal the existence

of multiple-phase near the phase boundaries. The thermodynamic probabilities of the relevant

species are varied between 0 to 1 near the phase boundary in a Pourbaix diagram. Therefore, it

is important to compute the concentration of various configuration at different conditions of pH

and ESHE, to determine the occurrence probability of metastable states. If N is the total number
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of all possible species in the aqueous medium and ∆µn is the reaction chemical potential of

specific type n configuration, then the number of n-type configurations, Nn, can be expressed

as:

Nn =
N − ∑

m 6=n
Nm

 1
eβ∆µn + 1 (5.21)

where β = 1/kBT and Nm is any other considered configuration type. Similar equation can

be written for each configuration, and their solution will provide the concentration at different

conditions of pH and ESHE [237, 252].

Nn

N
= e−β∆µn

1 +∑
m e−β∆µm

(5.22)

Note that the 100% occurrence of a configuration in the medium corresponds to the value of

logarithmic percentage concentration as 2. We have considered two types of electrochemical

conditions: (i) ESHE as a variable at fixed pH (=12) and (ii) pH as a variable at fixed ESHE (=0 V)

as shown in Fig. 5.13(b) and 5.13(c), respectively. The main observation from the probability

profiles is the coexistence of multiple (stable and metastable) phases near the phase boundaries

[Ti – (N)O
−1, (N)O

−1 – (NO)O
+1 in Fig. 5.13(b) and Ti++ – (N)O

−1 in Fig. 5.13(c)]. We deduce

that the (N)O
−1, (NO)O

0 and (NO)O
+1 states of (GA)P

EA and (GA)P
IP based clusters achieve

significant concentration near the phase boundaries (see Fig. 5.13(b) and 5.13(c)). However,

(N2)O conformers have comparatively less concentration at the phase boundaries. Hence, at

operating conditions, the electrocatalytic active metastable states can contribute significantly in

the overall activity of catalyst as their occurrence probability is comparable with stable phases.

5.4 Conclusion

In summary, we have presented a robust methodology to design clusters with desired properties:

favorable formation energy, high vertical electron affinity (VEA), and low vertical ionization

potential (VIP). For this purpose, we have implemented a suite of massively parallel cascade

genetic algorithm to predict the accurate structures of N-doped (TiO2)n (n = 4 – 10, 15, 20)

clusters viz. NO, (NO)O, (N2)O. From exhaustive scanning, we reveal that N-substitutional

(NO) dopant prefers to occupy oxygen site which is highly coordinated with Ti-atoms, whereas

interstitial dopants [viz. (NO)O and (N2)O] reside at the dangling oxygen site. Further, we

have analyzed the thermodynamic stability of different doped configurations in various charge

states at finite T and pO2 using ab initio atomistic thermodynamics approach. We have found



Chapter 5. Effect of nitrogen doping on the stability and electronic properties of
(meta-)stable (TiO2)n clusters 123

that (NO)O and (N2)O are the most favorable phases in a wide range of T and pO2 . We have

noticed a significant reduction in the fundamental gap and excitation energy for doped clusters,

which accounts for their application in electrocatalytic water splitting. N-doped clusters act as

an efficient electrocatalyst for water splitting than the undoped counterpart due to the smaller

∆G value of the rate determining step, which results in lower overpotential. In the OER, the

dissociation of OH* and OOH* are found to be the rate determining step, which correlates to

the free energy of initial step of OER. Moreover, the doped clusters show high activity towards

HER than the undoped clusters. Further, from Pourbaix diagram, (NO)O
+1, (NO)O

0 and (N)O
−1

phases of (GA)E based clusters appear as the most stable one. The probability profiles show

the coexistence of multiple (stable and metastable) phases near the phase boundary. Therefore,

the metastable states can contribute significantly to the overall activity of the catalyst at the

environmental conditions. Hence, to capture the metastability triggered reactivity, the adapted

methodology will be helpful to design the rational nanoparticles for efficient water splitting.



 



CHAPTER 6

Shape dependent catalytic activity of Ru nanoparticles

6.1 Introduction

Active metal catalysts are the key in chemical industry for sustainable production of multi-

tude of chemical resources [253, 254, 255]. Among the various metal catalyst architectures,

supported metal catalysts (i.e. metal nanoparticles (NPs) dispersed on heterogeneous sup-

ports) have been studied extensively [253, 254, 256, 257, 258, 259, 260, 261]. Their perfor-

mance is often governed by the nature of metal-support interaction, which is strongly related

to their structures [259, 260]. In this context, the long-standing concerns are, downsizing the

metal NPs to few nanometers or even sub-nanometer scale for maximizing the atom utiliza-

tion efficiency [257, 258]; controlling the shape of metal NPs to create more active surfaces

[255, 261, 262]; and designing the functionalized supports, that strongly influence the lo-

cal electronic structure of the materials [253, 263]. These parameters independently dictate

the intrinsic activity and selectivity of many supported metal catalysts[254, 256, 263, 264].

However, tuning the size/shape of metal NPs and electronic structure of the material syn-

ergistically remain a significant challenge, but crucial for the rational development of ac-

tive metal catalysts [62]. Primary amines are crucial intermediates for various applications

such as production of polymers, pharmaceuticals, dyes and detergents [265, 266, 267]. The

catalytic reductive amination of carbonyl compounds is a viable and valuable approach to

form the primary amines [255, 259]. In particular, the reductive amination of biomass de-

rived furfural gives the most valuable derivatives (furfurylamine) that are highly desirable in

chemical industry. Moreover, catalytic hydrogenation of heteroarenes is a fundamentally im-

portant reaction in many synthetic chemical processes [268, 269, 270, 271]. For instances,

direct hydrogenation of quinoline derivatives are immensely important for the selective pro-

duction of 1,2,3,4-tetrahydroquinolines, a core structural motif in numerous pharmaceuticals,
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agrochemicals and fine chemicals [272, 273, 274, 275, 276]. To date, most of the prac-

tical heterogeneous systems for transformation of carbonyl compounds and N-heteroarenes

are mainly based on support catalysts of noble metals such as Pt, Pd, Rh, Au, Ru and Ir

[277, 278, 279, 280, 281, 282, 283, 284, 285, 286]. Unfortunately, these noble metal catalysts

are often hampered by lack of regioselectivity [287], low functional group tolerance [288], and

poor recyclability [289]. Particularly, in most cases the catalysts are difficult to recycle be-

cause of deactivation/poisoning of the metal NPs by strong interaction with the heteroatoms

[285, 289, 290]. Nowadays, Ru-based nanomaterials are of pivotal importance in numerous

catalytic applications (synthetic-organic processes, ammonia synthesis, Fischer-Tropsch reac-

tions, CO methanation oxidation water splitting, etc.), which is also the cheapest in price among

the noble metals [255, 253, 259, 291, 292, 293, 294]. Herein, we first report a new specific flat-

shaped fcc Ru nanoparticle that possesses the active sites with weak electron-donating ability,

which facile the reductive amination of furfural. Further, in the pursuit of a high-performance

Ru catalyst for hydrogenation of N-heteroarenes, we have focused on the nitrogen-containing

carbon (N-carbon) as a functionalized support, in which incorporated N-atoms can strongly

affect the physico-chemical and catalytic properties owing to the metal-support electronic in-

teraction [295, 296]. Huge efforts have been devoted in recent years to the development of

more active N-carbon modified metal-based materials including Ru ones [254, 296, 297, 298].

However, the electronic structure of these materials including activity-structure relationship

has not yet been clarified, which is vital for designing more efficient catalysis. Computational

study played an important role in understanding and predicting chemical reactivity of vari-

ous catalytic materials for many valuable chemical reactions. Therefore, we have performed

the density functional theory (DFT) calculations to provide activity-structure relationship for

different types of Ru nanoclusters.

6.2 Methodology

All the spin-polarized density functional theory (DFT) calculations are carried out using the

projector augmented wave (PAW) pseudopotential as implemented in the Vienna ab initio Sim-

ulation Package (VASP) [127, 128, 129]. We have employed the Perdew-Burke-Ernzerholf

(PBE) exchange-correlation functional within generalized gradient approximation (GGA) [121]

for the calculations. The cut-off energy is set to 500 eV for the plane wave basis sets to expand
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the Kohn-Sham orbitals. The threshold value is specified up to 0.1 meV to achieve the self-

consistency in the total energy. The Brillouin zone integrations are performed at the Γ point

for all DFT calculations. To study the reductive amination of furfural over Ru-nanocatalysts,

we have modeled the flat-shaped fcc Ru nanocluster with (111) facet and spherical-shaped hcp

nanocluster containing 37 and 36 atoms, respectively. We have performed the calculations to

find the full reaction path for transformation of quinoline to 1,2,3,4-tetrahydroquinoline over

flat-shaped hcp Ru and Ruδ− nanoclusters consisting 54 atoms. The supercell size is chosen 25

Å to prevent the interaction between the adjacent periodic images of the nanocluster. A 6 × 6

graphite supercell comprising three atomic layers with randomly doped N-atoms has been con-

structed to model the catalyst’s support (N-doped carbon framework). A vacuum region in the

perpendicular direction of supported cluster is set to 15 Å to minimize the effect of the periodic

slab under periodic boundary conditions. The structures are fully relaxed until all the forces

on each ion is lower than 0.001 eV/Å using conjugate gradient minimization. The climbing-

image nudged elastic band (CI-NEB) method is used to locate the transition states (TSs) along

the minimum energy path [140, 109]. The force tolerance is set to 0.02 eV/Å for CI-NEB

calculations. Vibrational analysis is performed to verify that each of the transition state has an

imaginary frequency along the minimum energy and rest of the configurations have the real

frequencies. The adsorption energy (Ead) of the adsorbate molecules is calculated as:

Ead = Eadsorbate+cluster − Eadsorbate − Ecluster (6.1)

where, Ecluster, Eadsorbate and Eadsorbate+cluster are the total energy of the nanocluster, the adsorbate

in the gas phase and the adsorbate adsorbed on the nanocluster, respectively.

6.3 Results

6.3.1 Elucidating the role of catalyst’s shape for reductive amination of

furfural

6.3.1.1 Interaction of reactants with catalyst

As it has been suggested that the chemical transformation of furfural to other products sig-

nificantly depends on the affinity of the reactants to the catalysts [299]. Therefore, first, we

have determined the adsorption energies (Ead) of the reactants (NH3, H2, furfural) and product
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(furfurylamine) molecules on both the flat and spherical-shaped Ru nanoclusters. As a result,

the spherical-shaped hcp Ru nanocluster clearly shows more stability for all the configurations

due to higher adsorption strength than the flat-shaped fcc nanocluster as shown in Figure 6.1.

Moreover, on comparing the adsorption energies of different adsorbed configurations of furfural

molecule, we observe considerably weak interaction between furfural and flat-shaped Ru cata-

lyst, in comparison to the conventional shaped Ru nanocluster and previously reported values

(-1.83 eV on flat Pd(111) and -1.37 eV on Ru(001)) [299, 300]. It is noted, that the adsorption

energy for furfural is obtained to be significantly lower on the flat-shaped fcc nanocluster (-0.21

eV), when the carbonyl group is tilted away from the catalyst surface with slightly stretched

C–O bond up to 1.25 Å (see the Figure 6.2a). The interaction of the furfural is increased on the

fcc nanocluster (-0.70 eV) due to strong bonding of carbonyl oxygen to top Ru-site via bond

length of O–Ru 2.09 Å (see the Figure 6.2b). In the latter case, the bond length of C–O signifi-

cantly stretches from 1.22 Å to 1.34 Å, and the negative charge density (-0.22) is comparatively

less than the tilted carbonyl oxygen in the former case. It is important to note that the most sta-

ble configuration of furfural entails the furan ring lying flat on the cluster as well the carbonyl

oxygen plays significant role in the adsorption strength (see Figure 6.2b and 6.2c). In isolated

Figure 6.1: Side view of DFT-optimized adsorption configurations of reactants and products on flat-

shaped fcc (upper panel) and spherical-shaped hcp clusters (lower panel). Bond lengths are labelled in

Å.

furfural molecule, the carbonyl oxygen exhibits more localized negative charge density (-0.23)

than the furan ring oxygen (-0.04) as shown in Figure 6.2d and 6.2e. In Table 6.1, the hirshfeld

charge density of each atom for furfural molecule in different adsorbed configurations is given,

from where we find that hcp nanocluster donates more charge to furfural due to which its gets



6.3. Results 128

highly stabilized upon adsorption. Contrary to this, the flat-shaped Ru nanocluster possesses

active sites with weak charge donating ability, which could be responsible for facile reductive

amination of furfural to furfurylamine.

Atom Hirshfeld charge

Isolated Furfural Furfural on flat Furfural on flat Furfural on spherical

fcc Ru cluster fcc Ru cluster hcp Ru cluster

(in Figure 6.1c) (in Figure 6.1d) (in Figure 6.1e)

O1 -0.04 -0.06 -0.05 -0.07

O2 -0.23 -0.25 -0.22 -0.22

C3 0.04 -0.05 -0.06 -0.03

C4 -0.07 -0.08 -0.08 -0.10

C5 -0.05 -0.07 -0.08 -0.09

C6 0.04 0.01 0.05 0.02

C7 0.08 0.03 0.03 -0.01

Table 6.1: Hirshfeld charge density of furfural molecule.

6.3.1.2 Determination of activation barrier

Aiming to achieve better understanding, we further determine the energy barriers of the ele-

mentary steps and obtained reaction paths for reductive amination of furfural over flat-shaped

fcc and spherical-shaped hcp Ru nanoclusters. This process constitutes five elementary steps

as illustrated in Figure 6.3. The first step is the formation of O–H bond with carbonyl O-atom

by cleaving the first N–H bond of NH3, yielding an intermediate (hydroxyalkyl), which is then

followed by the addition of the second H atom to this intermediate, forming an adsorbed H2O

moiety. Subsequently, the bond formation between C and NH results in imine. After that by

hydrogenation of imine, furfurylamine is formed in two elementary steps. Initially, we have

evaluated the energy barrier for first step by considering three configurations of furfural on

flat-shaped fcc nanocluster to determine the effect of different orientation of carbonyl group

to initialize the reaction path (see in Figure 6.4). For parallely adsorbed furfural, the activa-

tion barrier comes out to be 0.54 eV to scission the N–H bond of NH3. However, we notice

comparatively lesser barriers (0.36 eV and 0.44 eV), when the carbonyl group is tilted away

from the surface. Here, the bond length of Ru–O is substantially extended to 3.55 Å and 3.10
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Figure 6.2: Side and top view of DFT-optimized adsorption configurations of furfural on flat-shaped fcc

Ru nanocluster (a, b) and spherical-shaped hcp Ru nanocluster (c). The adsorption energy of furfural and

hirshfeld charge density of O-atom (in yellow color) in carbonyl are shown with respective configuration.

(d) Optimized geometry structure, and (e) hirshfeld charge density for isolated furural molecule. The

dashed lines represent the bond lengths (labelled in Å).

Figure 6.3: Illustration of elementary steps for reductive amination of furfural.
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Å than the former case (2.16 Å) (as shown in Figures 6.4a, 6.4b and 6.4c). In bent configura-

tion of carbonyl group, oxygen (O) atom has more localized negative charge density than the

parallel configuration, due to which the NH3 molecule slightly tilt towards the O-atom. This

leads in slight lengthening of the N–H bond, which initializes the reductive amination over

flat-shaped Ru catalyst. In Figure 6.5a and 6.5b, the complete reaction paths on the nanoclus-

Figure 6.4: Reaction profiles of first elementary step with side and top view of initial state (IS), transition

state (TS) and final state (FS) on flat-shaped fcc nanocluster by considering flat (a) and bent (b, c)

configuration. The dashed lines represent the bond lengths (labeled in Å).

Reaction step Ea on flat-shaped fcc Ea on spherical-shaped

Ru nanocluster (eV) hcp Ru nanocluster (eV)

2-4 0.54 0.69

4-6 1.24 1.83

7-9 0.64 0.71

10-12 0.20 0.91

12-14 0.50 1.07

Table 6.2: Activation barrier (Ea) of elementary reaction steps for the reductive amination of furfural.

ters corresponding to both the flat-shaped fcc (upper panel) and spherical-shaped hcp (lower

panel) nanoclusters are shown, respectively. All the free energies are set with respect to the

sum of total energy of furfural on catalyst, hydrogen and ammonia molecules in the gaseous

phase. The first step starts with abstracting the first H-atom from the NH3 via carbonyl oxy-

gen. This step preferably occurs over fcc Ru nanocluster due to less activation barrier than

hcp nanocluster. The second step (4-6) of pathway, to abstract the second H-atom from NH2
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Figure 6.5: Reaction profile of furfural conversion to furfurylamine over flat-shaped (upper panel) and

spherical-shaped (lower panel) Ru nanocluster. The side and top view of initial state (IS), transition state

(TS) and final state (FS) structures of all the elementary steps on flat-shaped fcc nanocluster are shown.

The dashed lines represent the bond lengths (labeled in Å).

group by the carbonyl oxygen to form the H2O moiety, needs to overcome the highest activa-

tion barrier regardless of the type of nanocluster. This step may proceed in different way such

as, formation of H2O followed by scission of C–OH, which we have not considered here. In

the third step, the formation of C–NH bond results in intermediate product imine, and this is

a thermodynamically unstable configuration. Note that hydrogenated derivatives degrades the

selectivity of the catalyst, therefore, one should minimize its formation. Activation barriers

show that imine is more readily to be formed over flat shaped Ru nanocluster. Moreover, the

hydrogenation of imine to form furfurlyamine on flat-shaped fcc nanocluster occurs easily due
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to smaller activation barriers. We have summarized all the activation barriers in the given Table

6.2. The activation barrier corresponding to each step of spherical-shaped hcp nanocluster is

slightly higher than that of the flat-shaped fcc nanocluster. More importantly, all the initial,

final and intermediate configurations on spherical-shaped hcp nanoclusters exhibit the higher

adsorption strength than the flat-shaped fcc nanocluster, which leads to deter the conversion of

furfural to furfurylamine. Thus, the transformation of furfural is more readily over flat-shaped

fcc nanocluster due to availability of less electron donating active sites. In addition, to pre-

dict the selectivity of the modeled nanoclusters, the activation barrier for ring hydrogenation

of product molecule is also determined. We find that hydrogenation of the furan ring on the

fcc nanocluster is an arduous step due to strong C–C bond, thus, this step requires the higher

activation barrier (≈ 1.0 eV). Therefore, it can be inferred that the flat-shaped fcc Ru nanoclus-

ter favors selective reductive amination by preventing the formation of by products due to ring

hydrogenation. Hence, we can make a key conclusion from the above discussion that the shape

of Ru-catalyst is the prevalent factor to govern the catalytic properties.

Figure 6.6: Optimized geometry structure and hirshfeld charge density for (a) standalone and (b) sup-

ported hcp Ru nanocluster. (c) The side view of DFT-optimized structure of hcp Ru nanocluster on

N-carbon support.

6.3.2 Role of support on catalytic activity of Ru nanoclusters

The synergistic effect and electronic property of the support provide the outstanding catalytic

performance for chemoselective hydrogenation of several N-heteroarenes with low per metal

usage. Therefore, we have modeled a flat-shaped hcp Ru nanocluster supported on top of the N-
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carbon frame (Figure 6.6). On analyzing the hirshfeld charge density of fully relaxed structure,

we have found that N-atoms of the support are bound strongly with the Ru-atoms through

electron donation and thereby increasing the negative charge density of Ru surface. Hence,

N-doped carbon frame significantly altered the catalytic properties by providing the additional

charge to the catalyst. In addition, the structural change in the carbon rings occurs due to

the interaction of N-atoms with carbon atoms, which profoundly alters the physico-chemical

properties of the support materials.

6.3.3 Role of charge state on catalytic activity of Ru nanoclusters

Next, we have estimated the adsorption energies (Ead) of the quinoline (1a) molecule on top of a

neutral Ru nanocluster and compared the same with a negatively charged Ruδ− nanocluster. The

latter is our representative model system of Ru nanocluster on N-carbon frame. The different

adsorbed configurations of 1a molecule on Ru and Ruδ− surfaces are shown in Figure 6.7. The

1a adsorbs on Ru surface with overall higher Ead in the range -1.51 eV – -1.85 eV as shown

in Figure 6.7a-c (depending on the site of the nanocluster). The Ead for Ruδ− surface is in the

range -1.41 eV – -1.67 eV (Figure 6.7 d-e) for all possible configurations. This reduction in

Ead indicates the weak interaction of the N-heterocyclic ring of 1a with Ruδ− surface, which

prevents the poisoning of the catalyst. Moreover, the high adsorption energies are noticed if

the N-atom of 1a is bonded with the Ru-atom with relatively positive charge density (in case

of Figure 6.7a and 6.7d). However, less adsorption energies are observed for the cases of N-

atom bonded at bridge site (see Figure 6.7b and 6.7e) and Ru-atom with more negative charge

density (see Figure 6.7c and 6.7f). The weak binding of N-containing ring on catalyst leads to

facilitate the reduction of C–N bond of quinoline. It is important to note that on top of the Ru

cluster, we have obtained higher (in negative value) dissociative adsorption (Ead = -1.12 eV) for

H2 molecule than the molecular adsorption (Ead = -0.42 eV) on Ru nanocluster (see in Figure

6.8). This adsorbed H2 molecule gets dissociated easily into atomic H and the corresponding

activation barrier is estimated to be very minimal (Ead = 0.03 eV). The presence of dissociated

H-atoms on the catalyst further promotes the hydrogenation of quinoline. In order to understand

the effect of charge state on performance of Ru catalysts, the energy barriers of elementary steps

of 1a hydrogenation over Ru and Ruδ− surfaces are calculated and the corresponding reaction

paths are obtained (see Figure 6.9). All the free energies are set from a reference of 1a with

one adsorbed H-atom on Ru and two H2 molecules in the gaseous phase. The activation barrier
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Figure 6.7: Side and top view of DFT-optimized adsorption configurations of quinoline (1a) on neutral

Ru nanocluster (a, b, c) and negatively charged Ruδ− nanocluster (d, e, f). The adsorption energy (Ead)

of 1a is shown with respective configuration.

Figure 6.8: (a, b) Side view of DFT-optimized adsorption configuration of H2 molecule, and (c) transi-

tion state of H2 dissociation step on flat-shape Ru nanocluster.

(Ea) to react the first H-atom to the N-atom of heterocyclic ring (step I) from the Ru surface

is smaller on Ruδ− (≈ 0.23 eV) than that of on Ru (≈ 0.69 eV). This clearly indicates the

facile reduction of the N-atom with more localized negative charge density. Also, the next

consecutive step (II) of hydrogenation proceeds easily on Ruδ− (having Ea ≈ 0.72 eV; see

Table 6.3), due to weak interaction of the adjacent C-atom of N-heterocyclic ring with the Ru

surface. However, in case of neutral Ru, the H-atom has lesser number of sites as these sites are

blocked by heterocyclic ring’s atoms. Therefore, in latter case we have observed the higher Ea

(1.15 eV) than the former case (for Ruδ− (0.72 eV)). Owing to these hydrogenation steps, the

N-heterocyclic ring is observed to get tilted (some part is displaced upward) from the surface
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in such a way so that the interaction with the Ru surface becomes weaker. We find this to

Figure 6.9: Reaction profile of quinoline conversion to 1,2,3,4-tetrahydroquinoline over flat-shaped hcp

Ru and Ruδ− nanocluster. The side view of initial state (IS), transition state (TS) and final state (FS)

structures of all the elementary steps are shown.

be more significant on Ruδ− nanocluster than the neutral counterpart. Since on Ruδ− surface,

some part of the N-heterocyclic gets more tilted, the C-atom’s interaction gets reduced with

the Ru-atoms, which results in favorable hydrogenation. The adjacent H-atom (dissociative

adsorbed H-atom) could move easily on the Ru surface to reach the C-atom of N-heterocyclic

ring (see the Figure 6.10). This in turn helps to have lesser activation barrier Ea for the next

two steps (III and IV) of the hydrogenation on Ruδ− surface (Table 6.3). However, note that

the activation barrier for the hydrogenation of step (V) of benzene ring is observed to be higher

on the Ruδ− surface than the neutral one. Figure 6.11 infers that there is preferential selective

Reaction step Ea on neutral hcp Ea on negatively charged

Ru nanocluster (eV) hcp Ru nanocluster (eV)

1st 0.69 0.23

2nd 1.15 0.72

3rd 0.50 0.26

4th 0.34 0.38

For Benzene Ring Hydrogenation 0.87 0.96

Table 6.3: Activation barrier (Ea) of elementary reaction steps for hydrogenation of quinoline (1a) on

Ru and Ruδ− nanoclusters.
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Figure 6.10: (a, b) Side view of initial state (IS), transition state (TS) and final state (FS) for second step

of hydrogenation on negatively charged Ruδ− and neutral Ru nanocluster, respectively.

hydrogenation of N-heterocyclic ring of 1a the sites rich in negative charge density. The lower

Ea for the hydrogenation of N-heterocyclic ring is ascribed to its weak interaction with the

electron-rich Ru surface, which initiates high performance of the flat-shaped hcp Ru catalyst.

Figure 6.11: Schematic representation of reaction processes for hydrogenation of quinoline over Ru

catalyst. The electron rich site is highly active to initialize the hydrogenation process. The detailed

configurations for full reaction paths on flat-shaped hcp Ru and Ruδ− nanoparticles are illustrated in

Figure 6.9.
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6.4 Conclusions

In summary, we have addressed that the shape of Ru nanoparticles is an important factor in de-

termining their catalytic performance. It is noticed that the adsorption energy plays pivotal role

to predict the catalytic activity of these nanoparticles to convert carbonyl and imine compounds

into other products. The weaker adsorption drives their selective transformation into other valu-

able derivatives. Our results reveal that flat-shaped fcc nanoparticles with weak charge donating

ability possess more active sites than the conventional shaped Ru, that are responsible for facile

reductive amination of furfural to fufurylamine. For the first time, the strong electron donat-

ing power of Ru catalyst due to charge transfer from a N-carbon support is revealed by DFT

calculations. This catalyst exhibits high catalytic activity due to weak adsorption energies of

quinoline at the electron-rich Ru surface. Moreover, weak adsorption energies of quinoline at

the electron-rich Ru surface prevents poisoning caused by its adsorption and provides excellent

reusability. The low activation barriers for the hydrogenation steps of N-heterocyclic ring cor-

relate with high catalytic activity. Hence, we suggest that the shape-controlled characterization

and modeling of Ru nanocatalysts would build a strong foundation for tailoring and optimizing

their catalytic performance in various important reactions.



CHAPTER 7

Conclusions and future aspects

An efficient modeling of catalytic materials requires the throughout understanding of catalytic

process at each length and time scale from electronic level to macroscopic level. The best way

to approach a vast problem is to divide it into subproblems and deal one by one, by integrating

the developed methods and techniques. The advancement and rational design of catalytic mate-

rials ultimately depend, on understanding of the system at atomic level that mainly involved the

individual molecular processes. Under realistic conditions catalytic materials come into contact

with reactive molecules of surrounding phase. Due to adaptive nature of catalyst, the operating

conditions significantly influence the catalyst surface and induce the changes in local structure,

composition and morphology of the catalyst. Moreover, catalysts change their stoichiometry

by adsorbing the ligands from the reactive atmosphere. The newly formed configurations can

play major role in the observed activity of catalyst. Therefore, the working framework becomes

incredibly complex and dynamical. This indicates the necessity of comprehensively explore the

low energy isomers to address their impact in catalysis. The advanced property based genetic

algorithm in the framework of density functional theory is highly efficient to accurately pre-

dict the global minimum as well as metastable structures. Ab initio atomistic thermodynamics

allows to account the effect of temperature and pressure, which is of crucial importance for

modeling and performance of advanced catalysts. In particular, small cluster is considered as

the prototypical system to fully understand the active sites which makes it one of the enduring

research topics. Therefore, the aim of our work is to design the metal/metal-oxides nanoclus-

ters for catalytic applications (e. g. C–H bond activation, overall water splitting, reduction

and hydrogenation) and thoroughly explore their electronic and catalytic properties at finite

temperature and pressure. Further, the performance of clusters are enhanced by mixing/doping

different add-atoms, charge defect, changing the shape and tunning the morphology of support.

The significant efforts have been dedicated for efficient designing of metastable structures and

138
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their role in catalysts’ performance. The calculations that I have carried out for designing

efficient catalytic materials are: (a) clusters designing via property based cascade genetic al-

gorithm (b) ground state geometry, electronic structure (c) stability using ab initio atomistic

thermodynamics, fundamental gap using GW approximation (d) transition state and reaction

pathways using the Nudge Elastic Band method.

Following these methods, the extensive study have carried out on bimetallic [TMxMgyOz]+/0/−

clusters (TM = Cr, Fe, Co, Ni with x+y ≤ 5) in an oxygen (O)-environment. The composition,

atomic structure, stability, electronic properties and catalytic activity of TMxMgyOz clusters at

realistic temperature T and partial oxygen pressure pO2 are explored by using robust methodolo-

gies. The low-energy isomers of the different clusters are identified by employing a massively

parallel cascade genetic algorithm (cGA) in the framework of density functional theory. The

thermodynamic stability of the tailored clusters is determined by minimizing their Gibbs free

energy of formation using the ab initio atomistic thermodynamics. Our results reveal that the

neutral and anionic clusters are the most stable phases in the wide range of temperature and

pressure. By analyzing a huge data set, we find that the fundamental gap Eg of these clusters is

strongly correlated with Mg-coordinated O2 moieties. This is in contrast to the conventional be-

lief that O-atoms are mainly responsible to reduce the fundamental gap. Also, we have noticed

that near ambient conditions O-rich clusters are the most stable, whereas at higher temperature

and lower pressure, O-deficient clusters become favorable. Following these findings, further

we have extended our interest to explore the explicit role of TM in these clusters. The TM

gives rise to different structural motifs (O2
− and O2

2−) in the cluster, which may act as the ac-

tive centers for oxidative coupling of methane. The metastable and negatively charged clusters

have shown better catalytic activity for C–H bond activation because of their unique structural

and electronic properties. By taking the inspiration from higher activity of metastable cluster,

our further study is extensively dedicated to efficiently design the metastable clusters. For this,

we have considered N-doped (TiO2)n clusters as prototypical system to drive the overall water

splitting. This requires fixing various parameters viz. (i) favorable formation energy, (ii) low

fundamental gap, (iii) low excitation energy and (iv) high vertical electron affinity (VEA) and

low vertical ionization potential (VIP). In order to fix these parameters, we have used a suite of

genetic algorithms [viz. searching clusters with conventional minimum total energy ((GA)E);

searching clusters with specific property i.e. high VEA ((GA)EA
P ), and low VIP ((GA)IP

P )] to

model the N-doped (TiO2)n (n = 4 – 10, 15, 20) (meta)stable clusters. From exhaustive scan-
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ning of potential energy surface, we have addressed that N-substitution ((N)O) prefers to reside

at highly coordinated oxygen site to maximize its coordination, whereas N-interstitial ((NO)O)

and split-interstitial ((N2)O) favor the dangling oxygen site. Interestingly, we find that each

types of defect (viz. substitution, interstitials) reduce the fundamental gap and excitation en-

ergy substantially. However, (NO)O and (N2)O doped clusters are the potential candidates for

overall water splitting, whereas NO is congenial only for oxygen evolution reaction (OER). The

relative efficiency for generating structures for overall water splitting is (GA)P
EA > (GA)P

IP >

(GA)E for all the doped configurations. Hence, to capture the metastability triggered reactivity,

the adapted methodology is useful to design the efficient nanoclusters. Further, we have ex-

plored the role of clusters’ shape on the catalytic activity of Ru catalyst. Our results show that

flat-shaped fcc nanoparticles with weak charge donating ability possess more active sites than

the conventional shaped Ru, that are responsible for facile reductive amination of furfural to

fufurylamine. In addition to shape, support also play the pivotal role to determine the activity

of Ru catalysts. We observe that N-carbon support transfer the significant amount of charge to

the Ru nanocluster that leads to increment in electron donating capacity of Ru catalyst. The

weak adsorption of reactant molecules are noticed on Ru nanoclusters that facile the transfor-

mation of carbonyl and imine compounds into valuable products. Hence, this study suggests

the necessity to acquire clear understanding of underlying factors that govern the performance

of catalyst prior to their synthesis.

Future aspects. The work presented in this thesis elucidates the electronic structure, thermo-

dynamic stability and catalytic activity of complex oxide clusters at realistic conditions. Our

findings provide the in-depth understanding that how the charged defects, shape, size, doping

and ligand influence the catalytic properties of the clusters. The present work can be further

extended to include the support effect on the modeled bimetallic oxide clusters and to see how

the catalytic properties of the corresponding system varies. Moreover, the designed clusters can

be used to perform many other chemical processes (oxidation, reduction and dehydrogenation

etc.). The methods used here can be employed to understand the effect of finite temperature

and pressure on other catalysts’ performance. Also, the adopted strategy opens up new direc-

tions for rational designing of new catalyst. Doping, alloying, changing the shape and tuning

the support provide the tremendous opportunities to enhance the performance of the catalyst.

Hence, designing functional materials based on these approaches can be studied in detail for

more insights. The property based algorithm assists us to target the structures which possess
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the active centers. This not only helps in designing the most stable structure but also target the

highly active low energy metastable isomers of the catalyst. The modeled clusters can further

be modified to accommodate more complexities like ternary and quaternary component based

catalysts. In order to get the complete picture of dynamic changes of operating catalysts, we

need to include the adaptive methods such as Microkinetics and kinetic Monte Carlo simula-

tions. Further, it is essential to find the suitable descriptor to predict the catalytic activity of

large data set of bimetallic oxide clusters. In our study, we have found that the fundamental gap

and binding energy are more appropriate to predict the activity of designed catalyst. In addition

to that we can develop the machine learning methods for cluster designing and predicting the

catalytic properties to reduce the computational cost.



CHAPTER A

Appendix

The van’t Hoff equation

dlnK

dT
= ∆H†
RT 2

(A.1)

∆H† is the enthalpy for the equilibrium. K is the equilibrium constant of the reaction.

The van’t Hoff equation use to describe the temperature dependence of equilibrium constant:

Let’s consider the two states of reaction A and B in equilibrium: A −→ B. The equilibrium

condition at constant T and p:

µA = µB

µ†A + kT lnpA = µ†B + kT lnpB

ln
(
pB
pA

)
= −(µ†B − µ†A)

kT
= −∆µ†

kT

The pressure based equilibrium constant: Kp = pB
pA

.

lnKp = −∆µ†
kT

By taking the derivative:

(
dlnKp

dT

)
= − d

dT

(
∆µ†
kT

)
= − d

dT

(
∆H† − T∆S†

kT

)

where H, S and µ indicate an enthalpy, entropy and free energy per molecule or per mole. If

∆H† and ∆S† do not depend on temperature:

(
dlnKp

dT

)
= ∆H†

kT 2
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Calculating rate coefficients from Transition State Theory

Let’s consider the reaction A + B k2−→ P to calculate the rate coefficient k2 by applying the tran-

sition state theory. The transition state theory depends on two main assumption: (i) Reactants

and activated complex are in equilibrium, (ii) Decomposition of activated complex to form the

product.

A + B K†−→ (AB) † k†−→ P

where, K† is the equilibrium constant between the reactants and activated complex (AB)† for

the first step. k† rate coefficient for the second step, in which transition state forms the product.

K† = [(AB)†]
[A][B]

where, [(AB)†] = K†[A][B] represents the concentrations of activated complexes. The overall

rate of reaction can be written by decomposition rate of transition state to product:

d[P ]
dt

= k†[(AB)†] = k†K†[A][B]

k2 = k†K†

Equilibrium constant K† can be expressed in terms of partition functions.

K† =
(
Q(AB)†

QAQB

)
exp(−∆E†/kT )

where, ∆E† is an energetic difference between the transition state and the reactants. Q(AB)† ,

QA, and QB are the partition functions for the activated complex and reactants. The total

partition function of a molecules contains the translation, rotational, vibrational and electronic

configurations terms. The general expression of this:

Q = Qtrans ×Qrot ×Qvibr ×Qel

For the activated state, we can divide it into two parts:

Q(AB)† = Qrc ×Qoth

Qrc is the partition function corresponds to the one degree of freedom (vibration) along the

reaction coordinate. Contribution of other degree of freedoms includes in Qoth. The expression

of Qrc partition function:

Qrc =
∞∑
n=0

exp
(
−nhν
kBT

)



This can be written as:

Qrc = 1
1− exp

(
− nhν
kBT

)

For the small value of ν, we can write it as follow:

Qrc ≈
1

1− 1 + hν
kBT

= kBT

hν

Chemical potential of oxygen

The partition function of an ideal gas containing of N indistinguishable O2 molecules in a

confined volume V:

qN = 1
N ! [q]

N = 1
N ! [q

trans × qrot × qvib × qconf × qelect]N (A.2)

Chemical potential in term of partition function:

µO2 (T, pO2) = G
N

= 1
N

[−kBT lnqN + pV ] (A.3)

By combining equation A.2 and A.3:

µO2 (T, pO2) = 1
N

[−kBT ln
[ 1
N ! (q

trans)N
]
− kBT ln

[
(qrot)N

]
− kBT ln

[
(qvib)N

]
− kBT ln

[
(qconf )N

]
− kBT ln

[
(qelect)N

]
+ pV ]

(A.4)

Derivation of partition functions of different motions:

(i) qtrans: Let’s consider an ideal gas consisting ofN non-interacting indistinguishable molecules

filled in a cylinder of volume V.

qN = 1
hfN !

∫
eβEdfqdfp (A.5)



For a single particle f = 3, N = 1. Transnational partition function:

qtrans = 1
h3

∫
eβEd3qd3p

= V

h3

∫
e
βP2
2m d3p

= V

h3

∫ ∞
0

∫ π

0

∫ 2π

0
e
βP2
2m p2dpsinθdθdφ

= V

h3

∫ ∞
0

4πe
βP2
2m p2dp

=4πV
h3

Γ3/2
2( β

2m)3/2

since,
∫ ∞

0
eαx

2
xndx = Γn+ 1/2

2(α)n+1/2

qtrans =V
(2πmKBT

h2

)3/2
= V

λ3

where, λ = h√
2πmkBT

, is the thermal de broglie wavelenght

(A.6)

Hence the partition function for N-particles:

qN = [qtrans]N
N ! = 1

N !

(
V

λ3

)N
(A.7)

µtransO2 = 1
N

[
−kBT ln[ 1

N ! (q
trans)N ] + pV

]
by using stirling formula : lnN ! = N lnN −N

= 1
N

[
kBT (N lnN −N)− kBTN lnqtrans + pV

]
= 1
N

[
kBT (N lnN −N)− kBTN lnqtrans + pV

]
since, pV = NkBT

= 1
N

[
kBT (N lnN)−NkBT − kBTN lnqtranslational +NkBT

]
=kBTN

N

[
lnN − lnqtrans

]
= −kBT ln

qtrans

N

qtrans = V
(2πmKBT

h2

)3/2

=− kBT ln
[
V

N

(2πmKBT

h2

)3/2]

since, pV = NkBT ; V
N

= kBT

p

(A.8)

µtransO2 =− kBT ln
[(2πm

h2

)3/2 (kBT )5/2

p

]
(A.9)



(ii) qrot and qconf :

qrot =
∑

gje
−βEj (A.10)

where, gj = (2j + 1) term is the degeneracy factor.

Ej =j(j + 1)~2

2I
(A.11)

for higher values of T and I: j + 1 ≈ j and 2j + 1 ≈ 2j. When, the spacing of the rotational

levels become smaller as compared to kBT then
∑

in qrot can be changed into
∫

.

qrot =
∫ ∞

0
2je−

j2~2
2IkBT dj

since,
∫ ∞

0
eαx

2
xndx = Γn+ 1/2

2(α)n+1/2

=2× Γ1

2
(

~2

2IkBT

)1+1/2

qrot =8π2IkBT

h2

(A.12)

Note that this expression is valid only for linear molecules. For non-linear cases one need to

consider all three eigenvalues of inertial tensor (IA, IB and IC). This term couples with the

classical symmetry number (σ) which represents the number of indistinguishable orientations

of the molecule.

qrot =8π2IkBT

σh2
(A.13)

µrotO2 =− kBT lnqrot

µrotO2 =− kBT ln
(

8π2IkBT

σh2

)
= −kBT ln

(
8π2IkBT

h2

)
− kBT ln

( 1
σ

) (A.14)

(iii) qvib:

The vibrational contribution of partition function is obtained under harmonic approximation.

qvibrational =
∑
i

∞∑
n=0

e−β(n+ 1
2 )~ωi (A.15)

By expanding the geometric series for n = 0, 1, 2 ...∞.
∞∑
n=0

e−β(n+ 1
2 )~ω =e

−β~ω
2 + e

−3β~ω
2 + e

−5β~ω
2 + ... = e−β~ω/2

1− e−β~ω (A.16)

µvibO2 =− kBT lnqvib = −kBT ln
[
e−β~ω/2

1− e−β~ω

]

=− kBT
[
ln(e−β~ω/2)− ln(1− e−β~ω)

]
=~ω

2 + kBT ln(1− e−β~ω)

(A.17)



Partition function by taking sum over all the modes:

µvibO2 = =
∑
i

hνi
2 +

∑
i

kBT ln
[
1− e−

hνi
kBT

]
(A.18)

where first term is the zero-point energy.

(iv) qelect:

Internal excitation energies of most of molecules are usually higher as compared to kBT , there-

fore mainly the ground state contributes to the partition.

qelect =
∑
i

(
Mie

− Ei
kBT

)
≈Me

−E
DFT

kBT (A.19)

µelect = −kBT lnqelect = −kBT lnM+ EDFT (A.20)

Total partition function of O2 molecule by combining the equations A.9, A.14, A.18 and A.20:

µO2 (T, pO2) = −kBT ln
[(2πm

h2

) 3
2

(kBT ) 5
2

]
+ kBT lnpO2 − kBT ln

(
8π2IAkBT

h2

)

+ hνOO
2 + kBT ln

[
1− exp

(
−hνOO
kBT

)]
+ EDFT − kBT lnM+ kBT lnσ

(A.21)
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and Regina Palkovits. Alternative monomers based on lignocellulose and their use for

polymer production. Chemical reviews, 116(3):1540–1599, 2016.

[268] Duo-Sheng Wang, Qing-An Chen, Sheng-Mei Lu, and Yong-Gui Zhou. Asymmetric

hydrogenation of heteroarenes and arenes. Chemical reviews, 112(4):2557–2590, 2012.

[269] Mario P Wiesenfeldt, Zackaria Nairoukh, Toryn Dalton, and Frank Glorius. Selective

arene hydrogenation for direct access to saturated carbo-and heterocycles. Angewandte

Chemie International Edition, 58(31):10460–10476, 2019.

[270] William C Wertjes, Emma H Southgate, and David Sarlah. Recent advances in chemical

dearomatization of nonactivated arenes. Chemical Society Reviews, 47(21):7996–8017,

2018.

[271] Feng Chen, Wu Li, Basudev Sahoo, Carsten Kreyenschulte, Giovanni Agostini, Henrik

Lund, Kathrin Junge, and Matthias Beller. Hydrogenation of pyridines using a nitrogen-

modified titania-supported cobalt catalyst. Angewandte Chemie, 130(44):14696–14700,

2018.

[272] Jack D Scott and Robert M Williams. Chemistry and biology of the tetrahydroisoquino-

line antitumor antibiotics. Chemical Reviews, 102(5):1669–1730, 2002.

[273] Vellaisamy Sridharan, Padmakar A Suryavanshi, and J Carlos Menendez. Advances in

the chemistry of tetrahydroquinolines. Chemical reviews, 111(11):7157–7259, 2011.

[274] Caizhi Wu, Jiayu Liao, and Shaozhong Ge. Cobalt-catalyzed enantioselective hy-

droboration/cyclization of 1, 7-enynes: Asymmetric synthesis of chiral quinolinones

containing quaternary stereogenic centers. Angewandte Chemie International Edition,

58(26):8882–8886, 2019.
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