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Manipulation of valley and spin properties in two-dimensional Janus WSiGeZ4 (Z=N,
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A class of septuple-atomic-layer two-dimensional (2D) materials, MA2Z4, is sought as an alterna-
tive to 2D hexagonal transition metal dichalcogenides in the field of valleytronics and spintronics.
In these materials, the structural symmetry can be varied by changing the stacking of its three parts
in the monolayer. We show that in Janus monolayer WSiGeZ4 (Z=N, P, As), the Berry curvature
and Rashba effect are enhanced by modifying the stacking orders. Intrinsic electric field and com-
position of the d orbitals play a dominant role in determining these properties. The vertical field
lifts the spin degeneracy along in-plane direction, inducing the Rashba effect around Γ point. The
in-plane orbitals under the influence of in-plane electric field contribute to the Zeeman splitting of
bands at K/K′ points. Berry curvature is strengthened by up to 300% compared to its ground state
through symmetry control, along with a significant increment in the Rashba coefficient. Moreover,
monolayer WSiGeP4 and WSiGeAs4 have multiple valleys, implying another valley-dimension. We
construct a symmetry adapted k.p Hamiltonian for the valleys and investigate the effect of strain
and electric field on the band structure. The interesting spin-valley physics in monolayer WSiGeZ4

suggests their exceptional potential for spintronics and valleytronics applications.

I. INTRODUCTION

The successful investigation of graphene has spurred
the discovery of extraordinary properties and promising
applications in the field of two-dimensional (2D) ma-
terials [1–3]. Afterwards, numerous 2D materials such
as silicene, germanene, boron nitride, transition metal
dichalcogenides (TMD) and so on have been explored [4–
9]. 2D materials with Janus structure possess differ-
ent physical and chemical properties on each side due
to mirror symmetry breaking, which make them excit-
ing [10, 11]. The asymmetric crystal potential causes
an intrinsic electric field in these Janus 2D materials,
leading to spin-valley splitting and Rashba spin splitting
when combined with spin-orbit coupling (SOC) [12, 13].
Additionally, Janus materials show great applications in
photocatalytic water splitting, magnetic skyrmions, and
out-of-plane piezoelectricity [14–16]. The experimental
synthesis of MoSSe from MoSe2 through the replacement
of Se atom by S atom, further triggered the prediction
of more Janus 2D materials [17, 18]. Only TMD and
metal monochalcogenides Janus materials have been ex-
tensively studied so far. Therefore, it is necessary to ex-
pand this family and probe into their physical properties
to have a more in-depth understanding.
Recently, the MA2Z4 (M=Cr, Mo, W, V, Nb, Ta, Ti,

Zr or Hf; A=Si or Ge; and Z=N, P, As) 2D family of
the septuple-atomic layer has been proposed [19]. Par-
ticularly, 2D van der Waals (vdW) layered MoSi2N4 and
WSi2N4 have been successfully fabricated by the chemi-
cal vapor deposition method [20]. It has been found that
WA2Z4 materials have high tensile strength with excel-
lent ambient stability. Subsequently, several predictions
of these Janus 2D materials and their excellent physical
properties have been carried out. This includes the quan-
tum spin Hall state in SrAlGaTe4 [21], high electron mo-
bility, efficient photocatalysis, Rashba spin splitting, out-

of-plane piezoelectricity in the MoSiGeN4 [22–24] and in-
trinsic ferromagnetism in the VSiGeN4 [25, 26]. There-
fore, this class of materials is expected to provide intrigu-
ing physical phenomena, particularly in valleytronics and
spintronics.

Nowadays, spin and valley are considered as extra de-
grees of freedom, which are distinct from the electronic
charge and provide an interesting avenue in semiconduc-
tor devices [27, 28]. This draws a great deal of atten-
tion to the number of emergent quantum phenomena
such as valley Hall effect and valley-dependent orbital
magnetic moment. The broken inversion symmetry is
compulsory for valleytronics, since Berry curvature van-
ishes in centrosymmetric materials [29]. Also, strong
SOC in inversion asymmetric materials induces Rashba
spin splitting, which is a critical ingredient in spin field-
effect transistors (SFETs) [30–32]. The charge carriers
with Rashba SOC experience a momentum-dependent
effective magnetic field, hence a spin-dependent veloc-
ity correction term arises [31]. Thus, the Rashba effect
is extensively studied for SFETs and spin-to-charge in-
terconversion. The spin-valley locking and the Rashba
effect arising from the SOC are bringing tremendous at-
tention to the flourishing field of valleytronics and spin-
tronics. These effects have been noticed in graphene [33],
TMDs [27], h-MN (M=Nb, Ta) [34] and bismuth thin
films [35]. However, the scarcity of 2D materials showing
these phenomena with appreciable spin-valley polariza-
tion and significant Rashba effect holds back the field of
spin valleytronics.

In this article, we have investigated the effect of stack-
ing of A-Z layers to modulate the electronic properties,
focusing on their spintronics and valleytronics aspects.
We have taken the unexplored Janus WSiGeZ4 as an ex-
ample to study these effects. The first-principles calcula-
tions predict that these materials have Dirac-type valleys
located at the corners of Brillouin zone (BZ), connected
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by time-reversal symmetry. The valleys show contrast-
ing physics, i.e., spin polarization, optical circular dichro-
ism and Berry curvature. The broken surface inversion
symmetry induces Rashba spin splitting at the center of
the BZ. The findings imply that symmetry control en-
hances Berry curvature by more than 300%. Further-
more, Rashba splitting increases significantly by modify-
ing the out-of-plane asymmetry. The underlying mecha-
nism behind the unconventional enhancement is duly in-
vestigated through microscopic orbital contribution and
macroscopic charge transfer. This method is more effec-
tive compared to the strain and electric field, in modulat-
ing the Berry curvature and Rashba splitting. The high
carrier mobilities and tunable electronic properties sug-
gest their great potential in spintronics and valleytronics.

II. COMPUTATIONAL METHODS

Density functional theory (DFT) calculations have
been carried out to study the electronic properties
as implemented in Vienna ab initio simulation pack-
age (VASP) [36]. Projector augmented waves (PAW)
with cutoff energy of 550 eV are employed as a ba-
sis set [37, 38]. The Perdew-Burke-Ernzerhof (PBE)
parametrization at the level of generalized gradient ap-
proximation is used as the exchange-correlation func-
tional [39]. The structures are initially relaxed until the
force on each atom is smaller than 1 meV/Å. A vac-
uum spacing of 18 Å vertical to the layers is maintained
to avoid spurious interactions between periodic images.
The energy convergence threshold is set to 10−6 eV. BZ
sampling is done using k -point mesh with a separation
of 0.02 Å−1. Phonon spectra are calculated using the
density functional perturbation theory as implemented
in VASP alongside PHONOPY [40]. Berry curvatures
and spin textures are obtained from the maximally lo-
calized Wannier functions as implemented in the Wan-
nier90 [41]. Band gaps are also calculated using the
hybrid Heyd-Scuseria Ernzerhof (HSE06) [42] functional
and G0W0@PBE method [43, 44]. To appraise the opti-
cal spectra, many-body perturbation theory calculations
within the framework of G0W0 and BSE [45] are per-
formed.

III. RESULTS AND DISCUSSION

A. Crystal structure and electronic properties

WA2Z4 structure, built by septuple atomic layers in
the sequence Z-A-Z-W-Z-A-Z having D3h point group
symmetry, can be regarded as one layer of WZ2 sand-
wiched by two layers of A-Z [19]. The intermediate WZ2

is structurally similar to 1H-TMD [19, 46, 47]. The
WA2Z4 structure breaks inversion symmetry and pre-
serves horizontal mirror symmetry (σh). When they form
the Janus structure by replacing A atom with a different

FIG. 1. (a) Side and top views of lattice structure correspond-
ing to monolayer H-BB WSiGeZ4. (b) Side views of various
stacking orders for three constituent parts in the monolayer
WSiGeZ4. The 3D view of the top valence band and bottom
conduction band in monolayer (c) H-BB WSiGeN4 and (d)
H-AA WSiGeP4.

same group atom, σh is broken, leading to inversion sym-
metry breaking with C3v symmetric point group [22, 23].
Figure 1(a) shows the fully optimized crystal structure of
the WSiGeZ4. Theoretically, several intermediate struc-
tures are obtained by varying the stacking of the inter-
mediate layer of 1H-WZ2 and two A-Z layers [19, 20, 48–
52]. As shown in Fig. 1(b), we have considered the four
structures (H-AA, H-AB, H-BA, and H-BB) depending
upon the stacking order of the three constituent (Z-Si,
Z-W-Z, and Ge-Z) monolayers. As shown in Table I, the
lattice parameters of H-AA, H-AB, H-BA and H-BB are
only slightly different. This is because of same coordi-
nation environment and similar valence electron states.
The lattice constant of Janus WSiGeZ4 monolayer is ap-
proximately the average of WSi2Z4 and WGe2Z4. It is
evident that the lattice constant increases with the in-
creasing atomic number of the pnictogen.
We have obtained the formation energy per atom

(Efor) to confirm the energy feasibility, using the ex-
pression

Efor =
Etot − (nWEW + nSiESi + nGeEGe + nZEZ)

(nW + nSi + nGe + nZ)
(1)

where Etot is the total ground state energy of the
WSiGeZ4 monolayer, EW , ESi, EGe, and EZ are the
chemical potentials of W, Si, Ge, and Z atoms, respec-
tively. nW , nSi, nGe, and nZ are the number of W, Si
Ge, and Z atoms in the unit cell, respectively. As clear
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TABLE I. Optimized lattice constant (a) for the unit cell of WSiGeZ4 monolayer. The calculated formation energy per atom
(Efor), dipole moment per unit cell (Py, Pz), band gaps in presence of SOC using PBE (EPBE

g ) and HSE06 (EHSE
g ). The

calculated band gaps using G0W0 performed on top of PBE functional with inclusion of SOC (EGW@PBE
g ).

Phase a Efor Py Pz EPBE
g EHSE

g EGW@PBE
g

(Å) (eV) (eÅ) (eÅ) (eV) (eV) (eV)
WSiGeN4 H-AA 2.929 -0.639 1.710 0.024 2.01 2.48 3.27

H-AB 2.931 -0.643 -0.930 0.021 1.88 2.36 3.11
H-BA 2.934 -0.651 -2.488 0.028 1.83 2.31 3.03
H-BB 2.940 -0.658 1.716 0.026 1.66 2.15 2.87

WSiGeP4 H-AA 3.452 -0.279 2.016 0.042 0.56 0.58 1.19
H-AB 3.459 -0.259 -1.085 0.032 0.46 0.51 1.06
H-BA 3.462 -0.271 -2.989 0.058 0.39 0.47 0.97
H-BB 3.468 -0.262 2.031 0.043 0.25 0.42 0.75

WSiGeAs4 H-AA 3.594 -0.113 2.103 0.096 0.41 0.45 0.89
H-AB 3.599 -0.072 -1.204 0.084 0.33 0.39 0.82
H-BA 3.601 -0.086 -3.104 0.124 0.28 0.36 0.76
H-BB 3.605 -0.053 2.118 0.101 0.18 0.29 0.58

from Table I, all the considered phases are energetically
feasible. Nevertheless, the ground state configurations
are different. For instance, the H-BB phase is most fa-
vorable for WSiGeN4, but WSiGeP4 and WSiGeAs4 are
most stable in the H-AA phase. The dynamical stabil-
ity of these structures is verified by calculating phonon
spectra (see section I of Supplemental Material (SM)).
The absence of imaginary phonon mode in the entire BZ
confirms the stability of phases H-AA, H-AB, H-BA, and
H-BB. Furthermore, we have calculated the electric po-
larization using the Berry-phase method [53, 54]. There
are two main factors contributing to the origin of verti-
cal polarization. The first one is the asymmetry arising
from the replacement of one Si by Ge atom, and another
is the asymmetry arising from the rotation of Si-Z and
Ge-Z layers (see Fig. 1(b)). Table I summarizes the cal-
culated electric dipole moment per unit cell.
The three-dimensional band structures of the mono-

layer H-BB WSiGeN4 and H-AA WSiGeP4 are shown in
Figs. 1(c) and 1(d), respectively (see section II of SM
for WSiGeAs4). The monolayer H-BB WSiGeN4 has an
indirect band gap with valence band maximum (VBM)
and conduction band minimum (CBM) at Γ and K/K′

points, respectively. The monolayer H-AA WSiGeP4,
and WSiGeAs4 are the direct band gap semiconductors
with band edges located at K/K′ points. The mono-
layer WSiGeN4, WSiGeP4 and WSiGeAs4 have valley-
like peaks in the vicinity of K and K′ points. The two
valleys at K and K′ are inequivalent due to structural
asymmetry and time-reversal symmetry, although they
have degenerate energy, as discussed in the coming sec-
tions.

B. Valley physics

To investigate the valleys in the monolayer WSiGeZ4,
band structures with SOC are calculated as shown in

FIG. 2. The spin resolved band structure of monolayer (a) H-
BB WSiGeN4, (b) H-AA WSiGeP4 and (c) H-AA WSiGeAs4
calculated using PBE functional with inclusion of SOC. (d)
Schematic of valley selective excitation. Length of arrows
and circles depict the energy and chirality of incident photon,
respectively. The red and blue colors denotes the spin-up and
spin-down states, respectively.

Figs. 2(a), 2(b) and 2(c). We have observed that mono-
layer H-BB WSiGeN4 is still an indirect band semicon-
ductor and monolayer H-AA WSiGeP4 and WSiGeAs4
remain direct band semiconductors. Band gaps obtained
using PBE functional are listed in Table I. We have also
used the more accurate HSE06 functional and G0W0 ap-
proach to validate the band structure results. The band
structures are shown in section III and IV of SM, and the
band gaps are compared in Table I. We have found that
apart from the band gap, all the band features are similar
irrespective of the choice of functional. The band gaps
increase for the HSE06 and G0W0 methods due to the
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FIG. 3. The degree of circular polarization for transition between VB to CB in monolayer (a) H-BB WSiGeN4 and (b) H-AA
WSiGeP4 mapped over the BZ. (c) The circular polarization for transition between VB to SUCB in monolayer H-AA WSiGeP4.
The black dotted lines represents the first BZ.

inclusion of exact exchange and self-energy, respectively.
As seen in Figs. 2(a), 2(b) and 2(c), SOC mainly causes
spin splitting of the degenerate bands. The spin split-
ting is a direct consequence of the inversion symmetry
breaking, which lifts the spin degeneracy at each generic
k -point. Since the time-reversal symmetry is preserved,
the spin polarization at K and K′ points are opposite
because the time-reversal operation connects the K and
K′ points. Additionally, properties that are odd under
time-reversal operation will have opposite natures at K
and K′ points. This concludes the existence of a valley
degree of freedom.
The circular polarization for optical transition between

the pair of states |nk〉 and |mk 〉 is given by [55]

η(k) =
|M+|2 − |M−|2
|M+|2 + |M−|2

(2)

where M± is the optical transition matrix element for
the incident light with σ± polarization. The M± can
be expressed as M± = 1√

2
(Mx ± My), where Mx/y =

me〈mk |vx/y|nk〉. η = +1 and η = −1 represent the
optical absorption of only right hand circularly polarized
(RHCP) and left hand circularly polarized (LHCP) light,
respectively. Figure 3(a) shows the degree of circular po-
larization of excitation from first occupied valence band
(VB) to first unoccupied conduction band (CB) in the
case of monolayer H-BB WSiGeN4. As seen, the circular
dichroism is perfectly valley selective. The absorption of
RHCP and LHCP photon will take place at K and K′

points, respectively. Therefore, the circularly polarized
optical pumping can control the electron and hole popu-
lation of either valley. In the case of the monolayer H-BB
WSiGeN4, the direct band gap at K/K′ point is 2.16 eV.
Therefore, either valley can be selectively excited by the
circularly polarized photon with the energy around 2.16
eV.
In case of monolayer H-AA WSiGeP4 and WSiGeAs4,

the picture remains the same. However, there are no ad-
ditional states apart from K/K′ near the CBM and VBM,
thus, there will be no scattering states. Figure 3(b) shows
the circular polarization for optical transition between

FIG. 4. Orbital projected band structure of monolayer H-
BB WSiGeN4 without SOC. Fermi level is set to zero in the
energy axis. The fatness of band structure corresponds to W-
dz2 (green), W-dx2

−y2 and W-dxy (red), W-dyz and W-dxz
(blue), and N-p (cyan) orbitals.

VB to CB in the case of monolayer H-AA WSiGeP4. The
valleys are perfect and show complete valley contrasting
physics, i.e., selective valley excitation. The valley selec-
tive optical transition occurs from VB to CB when the en-
ergy of the circularly polarized incident photon is around
0.56 and 0.41 eV for monolayer H-AA WSiGeP4 and
WSiGeAs4, respectively. Furthermore, there exist addi-
tional valleys at the second unoccupied conduction band
(SUCB) near the CBM (see Figs. 2(b) and 2(c)). Also,
the spin polarization for the SUCB at K and K′ points is
opposite. Therefore, if the energy of the incident photon
is greater than the direct band gap, then the transition
from VBM to SUCM takes place (see Fig. 2(d)). The
circular polarization from the VB to SUCM is also valley
specified, as shown in Fig. 3(c). The LHCP and RHCP
from VBM to SUCM will be absorbed at K and K′ val-
leys, respectively. Note that the chirality of light for the
transition taking place from VB to CB or VB to SUCB
is opposite in the same valley (see Fig. 2(d)). Therefore,
we can selectively pump an electron from VB to CB or
SUCB by using optically selective light. This shows that
SUCB in monolayer H-AA WSiGeP4 and WSiGeAs4 add
another dimension to the valley physics.

The low power k.p Hamiltonian including the orbital
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TABLE II. The observed spin splitting of VB (∆EV B
K ), CB

(∆ECB
K ), SUCB (∆ESUCB

K ) and the Berry curvature (ΩK) at
K point.

Phase ∆EV B
K ∆ECB

K ∆ESUCB
K ΩK

(meV) (meV) (meV) (Å2)
WSiGeN4 H-AA 415 3 - 16.1

H-AB 415 4 - 17.2
H-BA 417 9 - 17.5
H-BB 418 12 - 18.1

WSiGeP4 H-AA 431 6 184 75
H-AB 426 4 186 133
H-BA 435 6 174 161
H-BB 436 9 184 335

WSiGeAs4 H-AA 480 18 164 108
H-AB 481 25 217 151
H-BA 492 26 180 205
H-BB 502 28 236 411

and spin degrees of freedom explains the valley split-
ting around C3 symmetric K/K′ points. Figure 4 shows
the orbital-projected band structure of monolayer H-BB
WSiGeN4. The VB and SUCB states mainly consist
of in-plane orbitals (dxy, dx2−y2). Whereas, the out-of-
plane orbital (dz2 ) mainly contribute to the CBM. Sim-
ilar contributions are also observed for monolayer H-AA
WSiGeP4 and WSiGeAs4. The k.p model Hamiltonian
employing the basis |dxy-τidx2−y2〉⊗|sz〉, |dz2〉⊗|sz〉 and
|dxy+τidx2−y2〉⊗|sz〉 and containing the terms up to lin-
ear in k is given by [27, 55, 56]

Hτ =





ǫa + τλaSz γ2k
− γ1k

+

γ2k
+ ǫc γ3k

−

γ1k
+ γ3k

+ ǫv + τλvSz



 (3)

where k± = kx ± τiky and kx or ky is measured from K
and K′ point. The τ = ±1 is the valley index and γi are
the optical matrix elements. The ǫc, ǫv, and ǫa are the
energy levels at K/K′ point. ∆ = ǫc − ǫv is the direct
band gap. 2λa (∆ESUCB

K ) and 2λv (∆EV B
K ) represent

the spin splitting at the bottom of SUCB and the top
of VB (see Fig. 2(d)). For the case of monolayer H-BB
WSiGeN4, SUCB is far away from the CBM. Therefore,
the two band k.p Hamiltonian is sufficient, which reads
as [27]

Hτ =

(

ǫc γ3k
−

γ3k
+ ǫv + τλvSz

)

(4)

To quantize the SOC effect, we have calculated the
strength of the spin splitting at the top of the VB, the
bottom of CB and SUCB (see Table II). The valley split-
ting observed for the top VB and SUCB is significantly
larger than the lowest CB. The W-dxy and W-dx2−y2 or-
bitals under the influence of in-plane electric dipole mo-
ment produce spin splitting at the K point [57]. The
CB is mainly contributed by W-dz2 and the contribu-
tions from W-dxy and W-dx2−y2 are nearly zero. There-
fore, spin splitting is predominant for the VB and the

FIG. 5. The variation of spin splitting of the VB and CB at
K/K′ valleys with respect to the biaxial strain in monolayer
(a) H-BB WSiGeN4 and (b) H-AA WSiGeP4.

SUCB, and very tiny for the CB. The trend for spin split-
ting at valleys is observed as WSiGeN4 < WSiGeP4<
WSiGeAs4, which is attributed to the increase in SOC
for heavier elements.
Incommensurate lattices can bring about interfacial

strain during support on a substrate or vdW heterostruc-
tures formation. Therefore, the role of strain is also ad-
dressed in this study. We have applied the biaxial com-
pressive and tensile strain in the deformation range of 6%
to investigate the evolution of band edges. Figures 5(a),
5(b) and 5(c) show the variation of spin splitting at val-
leys of CB and VB for monolayer WSiGeZ4. We see
that the ∆ECB

K is independent of the strain, whereas the
∆EV B

K slightly increases (decreases) with the application
of tensile (compressive strain).

C. Berry curvature modulation

To confirm the nonequivalence of valleys at K and
K′ points, we have studied the non-zero out-of-plane
Berry curvatures. The velocity of the charge carriers
in the presence of non-zero Berry curvature is given by
~vn(k ) = vg − v⊥. Here, vg denotes the group ve-
locity, which is defined as vg = ∇k ǫn(k ), where ǫn(k )
is the energy of |nk 〉 state. In addition to the group
velocity, Berry curvature leads to a transverse veloc-
ity denoted by v⊥. The transverse velocity is given by
v⊥ = − e

~
E×Ωn(k ), where E is the in-plane electric field

and Ω(k) is the out-of-plane Berry curvature [55]. For 2D
systems, Berry curvature only has a z-component and for
|nk〉 state, it is expressed as [55]

Ωn(k ) = −2Im
∑

n′ 6=n

〈nk |vx|n′k 〉〈n′k |vy|nk〉
(ǫn′ − ǫn)2

(5)

where the summation is over all the occupied bands. ǫn
and ǫn′ are the energy levels for |nk〉 and |n′k〉 states, re-
spectively. The time-reversal operation applies the oppo-
site Berry curvature at time-reversal conjugate momenta
(Ωn(−K) = −Ωn(K)). Figures 6(a) and 6(b) show the
Berry curvature of the VB and CB mapped in the first
BZ for monolayer H-BB WSiGeN4. Figures 6(c), 6(d)
and 6(e) show the Berry curvature of monolayer H-AA
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FIG. 6. Berry curvature distribution over BZ for (a) VB, (b) CB in monolayer H-BB WSiGeN4. Berry curvature distribution
of (c) VB, (d) CB and (e) SUCB in monolayer H-AA WSiGeP4. The black dotted lines denote the first BZ.

WSiGeP4 for VB, CB, and SUCB, respectively. Berry
curvature is mostly confined around the valleys and has
been found to be the highest at K and K′ points. It has
also been observed that the Berry curvature rapidly de-
creases to zero while moving away from the K and K′

points. The opposite nature of Berry curvature near the
K and K′ points can distinguish the charge carriers at
different valleys. The opposite Berry curvature leads to
the spatial separation of charge carriers coupled with dif-
ferent valleys. Thus, the charge from different valleys will
accumulate on opposite edges, leading to valley Hall ef-
fect. The time-reversal symmetry leads to the case of no
net charge current at the linear order. However, there
could exist a valley Hall effect after the electron doping.
As for hole doping, one has to reach the energy level of
K/K′ point which is lower in energy compared to the Γ
point for monolayer WSiGeN4. The monolayer WSiGeP4

and WSiGeP4 are more suitable for the case of hole dop-
ing, as the valence states lie at the K/K′ point.
The transverse velocity can be amplified using the

larger Berry curvature. Thus, faster charge transport and
lesser recombination can be achieved. Therefore, a larger
value of ΩK is always desired, and Berry curvature mod-
ulation is indispensable in the field of valleytronics [58].
Using Eqs. 4 and 5, the Berry curvature of valence bands
can be expressed as

Ωv(k ) = τ
2a2t2∆

(4a2t2k2 +∆2)3/2
(6)

where a, t and ∆ are the lattice constant, nearest-
neighbor hopping integral, and direct band gap, respec-
tively. Therefore, the Berry curvature can be enhanced
by tuning the parameters a, t and ∆. Figure 7(a), 7(b)
and Table II show the modulation of Berry curvature via
different stacking orders. Surprisingly, the Berry curva-
ture can be enhanced up to 400% compared to its ground

state. For the case of monolayer H-AA WSiGeP4, it in-
creases Berry curvature from 80 Å2 to 335 Å2 by chang-
ing the phase to the H-BB. Similarly, Berry curvature is
also enhanced to 411 Å2 for monolayer H-BB WSiGeAs4.
However, modification is almost negligible in the case of
monolayer H-BB WSiGeN4 due to the small size of the
N atom. The H-BB phase has the smallest value of ∆ at
the K point, thereby highest Berry curvature is obtained
for this phase. The percentage change in the direct gap
is highest in the case of the WSiGeAs4 monolayer, there-
fore, the strongest tuning is obtained using symmetry
control for WSiGeAs4 monolayer.

It is crucial to understand the underlying mechanism
behind the Berry curvature modulation. The two main
factors affecting SOC are macroscopic charge transfer
and microscopic orbital contribution [59]. Table III shows
the orbital contribution at K point for the VB for mono-
layer WSiGeP4. A similar trend is also observed for the
monolayer WSiGeAs4 and WSiGeN4. The W-d and P-p
orbitals contribute to valence states, where W-dxy and
W-dx2−y2 have the largest contributions. Rotation of
Si/Ge-Z layers leads to a change in the orbital contribu-
tion, hence, the strength of the SOC. The contribution
coming from heavy W-d is highest in the case of the H-
BB phase. Thus, the highest SOC strength leads to the
largest strength of Berry curvature at the K/K′ point
for the H-BB phase. The contribution of W-d orbitals
follows the trend, H-BB > H-BA > H-AB > H-AA and
the same trend is followed by the Berry curvature. This
shows that microscopic orbital contribution has a strong
correlation with the Berry curvature.

Another efficient way to modify the orbital contribu-
tion is by applying strain [58, 60]. Hence, the effect of
tensile and compressive biaxial strain on the Berry cur-
vature of VB is also analyzed. Figures 7(c) and 7(d)
show the Berry curvature of unstrained and strained
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TABLE III. Orbital contribution to the valence band at K/K′ point of monolayer H-AA WSiGeP4.

Phase px py pz dxy dyz dz2 dxz dx2
−y2

H-AA 0.055 0.000 0.055 0.271 0.002 0.000 0.002 0.271
H-AB 0.055 0.009 0.055 0.271 0.003 0.002 0.003 0.271
H-BA 0.058 0.013 0.058 0.280 0.004 0.001 0.004 0.280
H-BB 0.057 0.025 0.057 0.303 0.001 0.000 0.001 0.303

FIG. 7. Modulation of Berry curvature by varying stacking
orders in monolayer (a) WSiGeN4 and (b) WSiGeP4 along
the high symmetry line Γ-K-Γ-K′-Γ. The insets in (a) and
(b) show the position of Berry curvature at K′ point. The
effect of biaxial strain on the Berry curvature in monolayer
(c) H-BB WSiGeN4 and (d) H-AA WSiGeP4.

cases for the VB in monolayer H-BB WSiGeN4 and H-
AA WSiGeP4. The strain could also tune the Berry
curvature efficiently. Under the tensile strain, the di-
rect band gap and the magnitude of wavevector are re-
duced. Therefore, the magnitude of the Berry curvature
increases. In the case of WSiGeN4, Berry curvature in-
creases from 15 Å2 to 25 Å2 under 5% tensile strain.
Whereas, it increases from 80 Å2 to 129 Å2 in WSiGeP4

and is significantly smaller than the Berry curvature 335
Å2 obtained by symmetry control.

D. Rashba effect

The presence of strong SOC in addition to the break-
ing of surface inversion symmetry along z-direction leads
to the Rashba spin splitting of VB around Γ point. The
spin-projected band structure of top VBs of monolayer
H-AA WSiGeP4 is depicted in Fig. 8(a). The bands
describe unique Rashba type dispersion, which can be
explained by linear Rashba Hamiltonian. The helical
nature of in-plane spin textures as shown in Fig. 8(b),
confirms the presence of the Rashba effect around the Γ
point. Moreover, a small out-of-plane spin component
has three-fold rotation symmetry in-line with the sym-

metry of the crystal.

FIG. 8. (a) The spin-projected band structures and (b) asso-
ciated spin texture of top valence bands in H-AA WSiGeP4.
The arrows and color represent the in-plane (x, y) and out-of-
plane (z) components of spin textures, respectively. (c) The
spin-projected band structure of top valence bands in H-BA
WSiGeP4. (d) The variation of Rashba coefficients under the
application of biaxial strain.

To understand the band structure and spin texture,
we have constructed a k.p model Hamiltonian near the
Γ point. The little group of the Γ point is C3v, and the
corresponding Hamiltonian is expressed as [61–63]

HΓ(k) = Ho(k )+αR(kxσy − kyσx)+ γ(k3y − 3kxk
2
y) (7)

where Ho(k) is the free particle Hamiltonian, and αR is
the linear Rashba coefficient. γ is the parameter signify-
ing the contributions from the cubic term in the splitting
and takes the out-of-plane spin contributions into con-
sideration. We have observed that the energy contribu-
tion coming from the cubic term is much smaller than
the linear term. The fitting of the DFT band structure
by k.p model hamiltonian allows the calculation of αR.
Within the linear Rashba term, the αR is also estimated
by αR = 2ER

kR

, where ER and kR are the Rashba energy

splitting and momentum shift, respectively [61]. ER and
kR are schematically shown in Fig. 8(a). The calculated
values of ER and kR are 11.2 meV and 0.55 Å−1, respec-
tively. Thus, for monolayer H-AA WSiGeP4, αR is 0.41
eVÅ. A larger value of αR makes the Rashba effect more
accessible experimentally. Therefore, greater magnitude
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FIG. 9. (a) The variation of Rashba coefficient (αR) under the application of out-of-plane EEF. Zeeman spin splittings at K/K′

points as a function of EEF in monolayer (b) H-BB WSiGeN4 and (c) H-AA WSiGeP4. Modulation of band gaps with strain
in monolayer (d) H-BB WSiGeN4, (e) H-AA WSiGeP4 and (f) H-AA WSiGeAs4.

of αR is always desired. Consequently, we have stud-
ied the impact of symmetry on the strength of Rashba
effect. Table IV shows ER, kR, and αR of monolayer
WSiGeN4 and WSiGeP4 in different configurations. H-
BA structure has the largest value of ER and αR. As
shown in Fig. 8(c), ER increases to 22.9 meV from 11.2
meV when the structure changes to H-BA from H-AA.
The value of αR is also significantly enhanced from 0.41
eVÅ to 0.61 eVÅ. Similar results have also been obtained
for WSiGeN4 and WSiGeAs4. The observed trend of αR

is H-BA > H-BB > H-AA > H-AB.

According to the Rashba model, spin splitting occurs
in the plane perpendicular to the electric field. The net
vertical electric field acting on the metal atom W, deter-
mines the strength of the Rashba effect. Therefore, the
larger the out-of-plane intrinsic electric field, the more
prominent is the in-plane spin splitting. In case of H-
BA, the out-of-plane intrinsic electric field arising due to
the formation of Janus and the position of Z atoms sup-
port each other. Therefore, the strongest Rashba spin
splitting is observed for the H-BA phase as it has the
highest out-of-plane asymmetry.

Additionally, the effect of biaxial strain on αR is also
studied, and the variation is shown in Fig. 8(d). The
value of αR decreases from 0.41 eVÅ to 0.28 eVÅ under
a compressive strain of 6%. The tensile strain of 6% in-
crease αR to 0.46 eVÅ, which is significantly smaller than
the increment observed using the symmetry control. The
strain is also an effective way to modulate the band edge
positions and band gaps. The complete band structures
under the application of biaxial strain are shown in sec-
tion VI of SM. For the case of WSiGeN4, the band gap
remains indirect in the range of -6% to 6%. The band gap
remains direct for WSiGeP4 and WSiGeAs4 in the range

TABLE IV. The calculated parameters (ER, kR and αR) for
Rashba spin splitting around Γ point.

Phase ER (meV) kR (Å−1) αR (eVÅ)
WSiGeN4 H-AA 5.7 0.060 0.19

H-AB 3.0 0.068 0.09
H-BA 9.4 0.067 0.28
H-BB 5.6 0.066 0.17

WSiGeP4 H-AA 11.2 0.055 0.41
H-AB 8.57 0.079 0.22
H-BA 22.9 0.075 0.61
H-BB 16.9 0.079 0.43

of -3% to 3%. In general, the band gap shows decrement
under tensile strain. However, under compressive strain,
the band gap increases up to 2% and decreases afterward.
Furthermore, WSiGeAs4 shows semiconductor to metal
transitions under a compressive strain of larger than 3%.

E. The role of electric field

An external electric field (EEF) is commonly used to
modify the strength of Rashba effect in spintronics de-
vices [64, 65]. Therefore, the effect of EEF is also inves-
tigated in this study. We have applied the out-of-plane
EEF in the range of -0.6 V/Å to 0.6 V/Å to analyze the
variation of Rashba coefficient (αR) and Zeeman split-
tings (∆ECB

K and ∆EV B
K ). Figure 9(a) shows the vari-

ation of αR as a function of EEF for monolayer H-BB
WSiGeN4 and H-AA WSiGeP4. When the EEF points
from Ge to Si (taken to be positive direction), which is
consistent with the local electric field, it enhances the
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TABLE V. The acoustic phonon limited carrier mobility and other relevant parameters for WSiGeZ4 monolayer. The x and y

directions correspond to armchair and zigzag directions, respectively. mo is rest mass of the electron.

Carrier mx/mo my/mo Ex Ey C2D µx µy

(eV) (eV) (Nm−1) (cm2V−1s−1) (cm2V−1s−1)
WSiGeN4 eK 0.460 0.499 5.82 6.832 493.1 2355.1 942.2

hΓ 1.838 1.816 5.70 5.147 493.1 98.3 119.7
WSiGeP4 eK 0.975 0.594 13.18 10.32 225.5 37.3 99.9

hK 0.484 0.448 9.49 6.98 225.5 237.0 473.5
WSiGeAs4 eK 3.260 1.673 11.92 10.88 178.2 3.5 8.2

hK 0.542 0.477 9.59 8.91 178.2 150.1 197.6

Rashba SOC. Whereas, the opposite direction of EEF
reduces the strength of Rashba SOC, as the effects of the
EEF and the local electric field cancel each other. The
value of αR varies from 0.28 eVÅ to 0.55 eV/Å in case
of monolayer H-AA WSiGeP4, while it varies from 0.08
eV/Å to 0.25 eV/Å for monolayer H-BB WSiGeN4 . The
variation of Zeeman splittings at the K point are shown
in Figs. 9(b) and 9(c). The dx2−y2 and dxy orbitals un-
der the influence of in-plane electric field contribute to
the Zeeman splitting at K point. Therefore, the out-of-
plane EEF hardly affects the ∆ECB

K and ∆EV B
K . The

evolution of band gap as a function of EEF is provided
in Figs. 9(d), 9(e) and 9(f) (see section V of SM for
band structures). We have noticed that the band gaps
are almost insensitive to small EEFs (in the range -0.3
V/Å to 0.3 V/Å). It is also interesting to note that the
CBM for monolayer WSiGeZ4 shifts to the M point un-
der large EEF (see section VI of SM), this is because the
Si atom starts contributing to the CBM. Therefore, band
gaps decrease sharply under large EEFs. In the case of
WSiGeP4 and WSiGeAs4, giant Stark effect closes the
band gap and semiconductor to metal transition takes
place.

F. Carrier mobility

Estimation of carrier mobilities is essential for explor-
ing the potential use of any material for application in
electronic devices [23, 66]. The carrier mobility (µ2D) of
the WSiGeZ4 monolayer is calculated using the deforma-
tion potential (DP) theory. According to DP theory [67],
µ2D is expressed as

µ2D =
e~3C2D

kBTm∗mdE2
l

(8)

where md and m∗ are the average effective mass
(
√
mxmy) and the effective mass along the transport di-

rection, respectively. C2D is Young’s elastic modulus,
which is calculated from the elastic tensor Cij . The El

is the DP constant defined by El = δE/δl. Here, δE
is the change in the position of the CBM or VBM with
respect to the vacuum level and δl = ∆l/l is the relative
strain. The detailed analysis of the method used to com-
pute elastic constants and carrier mobilities is discussed

in section VI of SM. The calculated elastic constants and
carrier mobilities are listed in Table V. The carrier mobil-
ities in these monolayers are anisotropic and show con-
siderable variation. For instance, the most significant
carrier mobility observed is 2355.1 cm2V−1s−1 for the
electron in monolayer H-BB WSiGeN4, and the smallest
carrier mobility observed is as tiny as 3.514 cm2V−1s−1

for the electron in monolayer H-AA WSiGeAs4.

IV. CONCLUSION

We have revealed that different stacking patterns of
Si-Z, Z-W-Z and Ge-Z generate the dynamically stable
structures. The most stable structure for monolayer
WSiGeN4 is H-BB, whereas for monolayer WSiGeP4

and WSiGeAs4 is H-AA. These materials show valley
contrasting circular dichroism, spin-valley coupling, and
Berry curvature. Additionally, the out-of-plane asymme-
try in them leads to Rashba effect around the center of
the BZ. The stacking pattern greatly modifies the spin-
tronics and valleytronics properties. The highest Rashba
spin-orbit coupling around the Γ point is observed for
the H-BA phase having the highest out-of-plane elec-
tric dipole moment. Whereas, the Berry curvature is
strongest at valleys for H-BB phase with the highest con-
tribution coming from dxy and dx2−y2 orbitals. Addition-
ally, valleys observed in WSiGeP4 and WSiGeAs4 mono-
layers at K and K′ points have multiple folds. Further-
more, we have found that the band gap type and valleys
can be tuned with an EEF and biaxial strain. Under
large strain and high electric field, monolayer WSiGeP4

and WSiGeAs4 show semiconductor to metal transition.
We have found the strong anisotropy in carrier mobilities
along the armchair and zigzag directions. Rashba spin
splitting and valley polarization can facilitate the ma-
nipulation of electron spin and valley. The regulation of
spin direction of separated valley carriers by controlling
symmetry can be realized better in septuple-atomic-layer
materials compared to TMDs.
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