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Abstract

Optimal control is a well established field that focuses on finding a control law

that minimizes a certain performance measure. This kind of control methodology

is also known as model driven approach as they relied heavily on the availability

of a suitable system model. Finding a suitable model of the system is not always

possible which limits its application. Learning-based methods are useful when very

little information is available. These methods learn the unknown system model

from the available data, opening up a large potential application of learning-based

approaches.

Model predictive control (MPC) is a very popular approach to solve the optimal

control problem. It can handle constraints on the system states and the inputs

ensuring safety of the system. The performance of MPC depends on the model

of the system, as it uses the model to simulate the future states. Thus, having

an appropriate system model is very critical for the performance of the control

law. Gaussian processes (GPs) are very useful for modelling the system dynamics

from data as it quantify the uncertainty within the learnt model by providing a

probabilistic interpretation of it. The uncertainty in the model is then utilised to

predict the future states in order to improve the performance.

Learning system dynamics in an online setting is very significant since it aids in deal-

ing with changing circumstances. Due to the limitations with streaming data, GPs

are not a popular choice for online learning. This dissertation proposes a learning

based MPC approach that overcomes the barrier of online learning with Gaussian

processes by using kernel interpolation scheme and achieves better performance than

the existing offline learning based MPC.
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Chapter 1

Introduction

Classical optimal control techniques have been successfully applied in several fields,

including process control [1], aerospace [2], robotics [3], economics, and finance [4].

The performance of these techniques depends on the availability of good system

model. Recent developments in computing, communication, and sensing technolo-

gies have opened new potential applications of optimal control. Examples include

autonomous vehicles, physical human-robot interaction, and advanced process con-

trol. The system dynamics corresponding to these applications is often unknown or

partially known with uncertainties. Uncertainties may arise from various sources.

For example, the mass distribution of a payload carried by an unmanned aerial vehi-

cle (UAV) may not be known a priori or the real-time weather may change suddenly

(e.g., snow, rain, and hail). Deriving an accurate analytical model for these sys-

tems is often very difficult, sometimes impossible, depending on the complexity of

the system. As a result, the performance of these techniques becomes unsatisfac-

tory, motivating the necessity of an alternative approach to tackle the problem of

model-driven approach.

Machine learning techniques have become very popular thanks to the availability of

good quality data. Applications of these techniques are widespread, including image

1
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classification [5], computer vision [6], natural language processing [7], time series

analysis [8], autonomous driving [9], and robotics [10]. The supervised learning

paradigm is useful for obtaining a model from labeled data with little or no prior

information about the model. Popular supervised learning models include Linear

regression, Neural networks (NN), and Gaussian processes (GPs). Another popular

machine learning paradigm is reinforcement learning, where an agent learns to map

a sequence of observations to actions to achieve a particular goal by maximizing a

numerical reward function over time.

1.1 Preliminaries

1.1.1 Dynamical Systems

A very important component of control theory is dynamical systems; systems that

evolve over time. Discrete-time dynamical systems where the time variable is treated

as discrete are considered in this work. Throughout this thesis, we consider a deter-

ministic discrete-time dynamical system where the behavior of the system at every

time step k can be completely described by the state xk at that time. Control input

uk is applied at every time step to drive the system to the desired state.

xk+1 = f (xk,uk) (1.1)

Here, f is the system’s transition function, commonly referred to as the system

evaluation function. In our scenario, f is either unknown or only partially known.

In the control literature, the availability of a nominal model derived from the first

principles is a common assumption. For this case, we can divide f into two parts: h ,

which consists of the known component or the nominal model and g , the unknown
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or uncertain part which represents the initially unmodeled dynamics of the system.

These kinds of systems can be represented as,

xk+1 = h(xk,uk) + g(xk,uk) (1.2)

1.1.2 Optimal Control

Optimal control deals with the problem of finding a control law for a dynamical

system that achieves a certain optimality criterion over a period of time. The opti-

mality criterion is usually defined with respect to an objective function, a function

of state and control variables. The goal is to find a control law that achieves a min-

imum value of the objective function over a specified amount of time maintaining

the system constraints.

We consider discrete-time dynamical system defined in Eq. (1.1) with states xk ∈

X ⊂ Rnx and control input uk ∈ U ⊂ Rnu . We assume that the system obeys

the Markov property; that is, given the current state xk, and the current control

input, uk, the next state xk+1 is completely specified by the state transition function

(f ). The system dynamics is considered as known and we have direct access to the

noisy measurements of the system states. The objective function J is defined as the

cumulative sum of stage costs, l(xk,uk).

J =
N−1∑
k=0

l(xk,uk) (1.3)

The aim is to find a control sequence (u0,u1, ...,uN−1) and corresponding state

sequence that (x0,x1, ...,xN) that minimizes the objective function. In the next
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section, we will discuss a class of control algorithms that repeatedly solves a finite-

horizon constrained optimal control problem to achieve the desired system perfor-

mance.

1.1.3 Model Predictive Control

Model Predictive Control (MPC), also known as receding horizon control, is one of

the most successful and popular advanced control methods. It has a wide range

of applications, including hybrid electric vehicles [11], smart buildings [12], process

control [13, 14], control of electrical drives [15, 16, 17], flight control [18], etc. The

reason behind the popularity of MPC is its constraint handling capabilities. In real

world systems, the control variables are constrained due to the physical limitations

of actuators. Also constraints can be imposed on the states owing to the safety

reasons. If the system variables satisfies the specified system constraints for all the

time, the system is said to be safe. Suppose for a system with transition function

xk+1 = f(xk,uk), the system constraint set is denoted by X for system variable x

and the control constraint set is denoted by U for control u .Then the system can

be defined as safe if it satisfies the following condition,

∀k ∈ N : f(xk,uk) ∈ X , uk ∈ U

MPC utilizes the system model for iterative prediction of its future states to compute

the objective function. Thus, the performance of a MPC controller depends on avail-

ability of an accurate model of the system, a suitable cost function, and constraints

formulation. At each instant of time an optimal control problem, Eq.(1.4)-Eq.(1.8)

is solved over a finite prediction horizon using the current measurement of the state

as the initial point. Solving the optimization problem results in an optimal sequence
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Figure 1.1: Schematic diagram of MPC

of controls, from which the first control is applied to the system. The dynamical

system changes its state, and new state measurements are obtained. Again, the

optimal control is solved at the next time instant with new initial point shifting

the prediction horizon by one step. This process is repeated continuously as time

progress. A schematic diagram of MPC is shown in Figure 1.1.

The MPC online optimization problem at time instant k is defined in Eq.(1.4) -

Eq.(1.8). As discussed before, some of the essential parts of the optimization problem

are the model of the system Eq.(1.5), state constraints Eq.(1.6), input constraints

Eq.(1.7). The objective function which is the total accumulation of the stage costs

(li) over time plus the terminal cost (lf ) is represented in Eq.(1.4). The initial point



Chapter I. Introduction 6

of the optimization problem is updated with new state measurements in Eq.(1.8).

min
u0,u1,..,uN−1

(
lf (xN) +

N−1∑
i=0

li(xi,ui)

)
(1.4)

s.t. xi+1 = f (xi,ui) (1.5)

xi+1 ∈ X (1.6)

ui ∈ U (1.7)

x0 = x(k) (1.8)

The theory of model predictive control has been well developed, mostly for systems

with linear dynamics. As the optimization problem is solved on-line, problems like

stability and recursive feasibility of the optimization problem may need to be ad-

dresses. The issue of stability and recursive feasibility of the on-line optimization

problem is broadly discussed in [19, 20, 21, 22]. The theory related to robust model

predictive control can be found in [23, 24].

1.1.4 Reinforcement Learning

Reinforcement learning [25] is a part of the machine learning paradigm that fo-

cuses on learning to find the control signal that minimizes a mathematical measure

that expresses a long-term objective. The idea of reinforcement learning (RL) is

closely related to optimal control and adaptive control. In the previous section, we

discussed optimal control problems in which the goal is to design controllers to mini-

mize a system-dependent objective function over time. Determining optimal control

policies for nonlinear systems often requires offline computations and knowledge of

the system dynamics. In contrast, adaptive controllers [26] learn online to control

unknown systems using real-time data measured along the trajectories. Usually,
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adaptive controllers are not designed to be optimal in the sense of minimizing a user

defined performance function. In reinforcement learning, ideas from adaptive control

and optimal control are combined. In the context of control systems, RL refers to

a class of methods that enable the design of adaptive controllers with approximate

solutions to the optimal control problem [27].

1.1.4.1 Elements of Reinforcement Learning

Reinforcement learning is a class of algorithms that solves a problem by learning

from interaction. The learner or the decision maker is called an agent. It interacts

with the environment- everything outside the agent. The agent performs actions; the

environment responds to these actions by presenting new situations to the agents.

The environment also emits rewards, special numerical values that the agent tries

to maximize over time. A typical setting for the agent-environment interaction for

the reinforcement learning task is shown in Figure 1.2. In control theory, the agent

and the environment are known as the controller and the plant, respectively. The

reward in reinforcement learning plays a role similar to the stage cost function in

optimal control, but in an opposite sense. Throughout this work, we consider control

system-related terminologies.

Reinforcement learning algorithms can be divided into two groups, model-free re-

inforcement learning algorithms (MFRL) and model-based reinforcement learning

algorithms (MBRL). The model-free reinforcement learning algorithms [28] focuses

on learning the value functions from interaction with the system. This type of al-

gorithm has achieved a large amount of success mostly in computer games and sim-

ulated worlds [29]. The reason behind the limited application of these algorithms

is data inefficiency. On the other hand, model-based reinforcement algorithms [30]

learn a predictive model of the system and then use the learned model for decision
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Figure 1.2: The basic reinforcement learning scenario

making. This kind of algorithms are highly data-efficient and suitable for real-world

applications. In addition, the learned model is reward-independent and can be gen-

eralized to new tasks in the same environment. This enables the application of

MBRL algorithms to a wide variety of fields. In the next section, we will discuss

briefly the model-based reinforcement algorithms.

1.1.4.2 Model Based Reinforcement Learning

In model-based reinforcement learning, the dynamics of the system is learned us-

ing the available data (observations). Learning the dynamics is a task of fitting

an approximation f̃ of the true transition function, given the measurements D =

{(xi,ui),xi+1}ni=1 of the real world. The learned dynamics model f̃ is then used

to predict the distribution over the state trajectories resulting from applying a se-

quence of control inputs. We can compute the total expected cost over a state
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trajectories and this gives different expected long-term cost for different candidate

control sequences. The optimal control sequence gives the solution to the reinforce-

ment learning problem. Mathematically, this can be formulated as follows.

u⋆ = argmin
u

N∑
k=0

Exk,uk
[l(xk,uk)] (1.9)

Where, Ex,u [l(x,u)] represents the expectation of l(x,u) with respect to random

variables x and u. p(x,u) denotes the joint distribution of x and u.

Ex,u [l(x,u)] =

∫
x∈X

∫
u∈U

l(x,u)p(x,u)dxdu

1.1.4.3 Uncertainty in Model Learning

In model-based reinforcement learning, the learned model plays a crucial role in

achieving the desired performance of the system, as it is used to simulate the system

internally to predict the long-term behavior of the system without directly inter-

acting with it. Based on these simulations, the optimal policy is found. Use of a

learned model to speculate on the future behavior of the system often results in poor

performance as any small error in it can accumulate while predicting the long-term

behavior.

State prediction errors can be mitigated largely by properly incorporating uncer-

tainty into the learned dynamical model. There are two distinct classes of uncer-

tainty [31] associated with a learned model. One is aleatoric uncertainty, arises due

to inherent stochasticity of the system. For example, the model may be less certain

about the data because of the high observational noise. The second type is epis-

temic uncertainty, which emphasizes our confidence in the learned model under the

assumption of true data. This kind of uncertainty arises due to limited amount of



Chapter I. Introduction 10

data or the use of a less expressive model class. Isolating epistemic uncertainty is

important in model-based reinforcement learning as it helps in better understanding

of the learned model.

One way to reduce epistemic uncertainty is the use of a large amount of data.

In the limit of infinite data, epistemic uncertainty vanishes, but for data sets of

finite size, this uncertainty remains and induces error while predicting the state

transitions. Another way to reduce the epistemic uncertainty is the use of more

expressive model class. Artificial neural networks (NNs) are a very popular choice for

learning an unknown function from data. NNs are scalable to large data-sets, have

constant inference time, and most importantly have the potential to represent more

complex models. However, NNs suffer from over-fitting on small data sets, resulting

in poor state predictions far in the future at the early stages of learning. Bayesian

non-parametric Gaussian processes are known to work well in low data regimes

[32]. It gives a distribution over the function that quantifies the uncertainty in the

prediction. This measure of uncertainty is used further to make better prediction

of future states. That is why Gaussian processes are more suitable for model-based

reinforcement learning. We will discuss Gaussian processes in great detail in Chapter

2.

1.1.5 Learning Based MPC

Previously we have seen two different approaches to solve the optimal control prob-

lem. One uses a system model to analyze future behavior and the other learns the

model from the available data. Both have their own limitations. MPC requires an

exact system model, well defined objective function, and constraints. For this rea-

son, designing an MPC controller requires expert knowledge of the system. RL uses



Chapter I. Introduction 11

minimal domain knowledge and learns from interactions with the world. MPC solves

the constraint optimization problem online, requiring more computational resources

but it guarantees the constraint satisfaction making it highly useful in safety-critical

task. On the other hand, RL does not guarantee constraint satisfaction.

Learning-based model predictive control (LMPC) combines these two approaches.

It uses a statistical model to learn the unknown dynamics from the measurements,

thereby reducing the dependency on expert knowledge. Then it uses the learned

model to plan the future behaviour to evaluate the objective function and solves

a nonlinear constraint optimization problem at each time instant. So, LMPC per-

forms two important steps, (i) learning the unknown system dynamics and planning

through future states and (ii) determining the control by solving MPC optimization

problem. The first step may be performed offline, where the model of the system is

learned from previously collected data. The work in this thesis is founded on online

learning since it gives flexibility with changing system conditions. We also consider

that the nominal model of the system derived from the first principles is available.

A schematic diagram of LMPC is shown in Figure 1.3.

Figure 1.3: The schematic diagram of learning-based MPC
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1.2 Problem Statement

We consider a deterministic discrete-time dynamical system given by

xk+1 = f (xk,uk) = h(xk,uk) + g(xk,uk) (1.10)

where xk ∈ X ⊂ Rnx and uk ∈ U ⊂ Rnu . We assume that the system dynamics is

partially known with the nominal model h and, the unknown or uncertain part g .

We use a probabilistic model, ĝ to learn the unknown system dynamics from the

available data. The use of a probabilistic model gives us the flexibility to use the

model uncertainty (epistemic uncertainty) in our state prediction. This results in a

stochastic state distribution. We formulate the constrained optimal control problem

as a stochastic MPC problem as given by Eq. (1.11)-(1.15). The constraints are

formulated as chance constraints in Eq. (1.13) and Eq. (1.14) with the probability

of constraint satisfaction px and pu for states and control, respectively. These values

are user-defined and reflects the confidence on the model. At each time instant, the

LMPC solves the following optimization problem.

min
u0,u1,..,uN−1

E

(
lf (xN) +

N−1∑
i=0

li(xi,ui)

)
(1.11)

s.t. xi+1 = h(xi,ui) + ĝ(xi,ui) (1.12)

Pr(xi+1 ∈ Xi+1) ≥ px (1.13)

Pr(ui ∈ Ui) ≥ pu (1.14)

x0 = x(k) (1.15)
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1.3 Literature Survey

System identification based on learning a dynamical model from data has gained sig-

nificant attention in recent years [33, 34, 35]. Learning dynamical system has reduced

the dependency on idealized assumptions about the system [36]. For example, [37]

uses a feedforward neural network for dynamical system identification and control.

Bayesian non-parametric models have become very popular in system identification

due to their learning ability with a smaller data set and quantification of uncertainty

about the model [38, 39]. Planning through the learned system dynamics becomes

challenging with imperfect state information. Efficient methods to evaluate GPs for

Gaussian input have been developed in [40, 41, 42, 43]. A framework for learning

and control using Gaussian process-based modeling and uncertainty propagation is

given in [44, 45].

Efficient Gaussian process model based predictive control was first presented in [46].

Learning time-varying disturbances using GP models to improve MPC controller

performance is shown in [47]. In [48] a learning-based nonlinear model predictive

control algorithm is proposed to achieve tracking performance in challenging off-

road terrain. This highlights the expressiveness of the Gaussian process regression

model for learning complex dynamics from data. [49] developed a data-efficient re-

inforcement learning algorithm with model predictive control policy. This achieves

better data efficiency in performing certain benchmark tasks compared to existing

reinforcement learning algorithms. [50, 51] presented a learning based model pre-

dictive control approach that integrates a nominal system with additive nonlinear

part modeled as GP and developed a probabilistic reachable set [52] based chance

constraint formulation approach. An application of the approach presented in [51]

for data driven control of quad-rotors is demonstrated in [53]. A data driven model
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predictive control for trajectory tracking with robotic arm was shown [54]. This pa-

per developed an approach that combines a GP based model trained offline with an

additive disturbance model estimated online by an extended Kalman filter (EKF).

Application of Gaussian processes in online learning scenario is limited due to its

higher computational cost for prediction and hyperparameter learning. The sparse

approximation technique mentioned in [50, 51] uses the inducing points method [55]

that summarizes the whole data set into a subset of constant size. This approx-

imation achieves better scalability of model to large data sets but with reduced

performance. In addition, online learning typically uses measurements that are

available sequentially. To update the GP with new measurements one has to train

it again on the whole data set augmented with the new data points. That makes

application of GP in online setting more challenging. The approach presented in [56]

uses a fixed-size data set to train the model and discards the oldest data point when

new measurements are available. This gives a local approximation of the function,

forgetting the previous experience.

1.4 Contribution

In learning based MPC the model learning is usually performed offline using the pre-

viously collected data. Then the learned model is used for predicting future states.

Difficulty arises when LMPC is used in online learning scenario when measurements

are available sequentially. Existing approaches for online LMPC use a fixed size data

set to overcome the difficulty of online learning and develop rule to update data set

with new measurements. Use of fixed size data set limits the expressiveness of the

model class. The proposed approach does not consider any constraint on the size of
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the data set and learns an unknown model online. Our contribution lies in devel-

oping an approach that combines kernel interpolation approach for online Gaussian

processes with model predictive control to achieve better performance in an online

learning scenario.

1.5 Thesis Organization

The thesis is organised into five chapters. Each chapter is composed in a self-

consistent manner. The summary of the work presented in each chapter is briefly

outlined as follows:

Chapter 1: This is an introductory chapter that elaborates the motivation of the

research, problem formulation, literature review, contribution, and an outline of the

thesis.

Chapter 2: In this chapter we introduce Gaussian processes for system identifi-

cation. This contains an overview of Gaussian process regression, hyperparameter

tuning, prediction with uncertain input (Gaussian), Gaussian process state-space

model (GPSS), and online structured kernel interpolation for online Gaussian pro-

cess regression (WISKI).

Chapter 3: In this chapter we discuss our approach to online learning based model

predictive control. We discuss model learning and uncertainty propagation, selection

of cost function and chance constraint formulation.

Chapter 4: Simulation results are presented in this chapter with a detailed analysis.

Chapter 5: This chapter presents the conclusion of the thesis and a brief discussion

of the future work.





Chapter 2

Gaussian Processes for System

Identification

2.1 Introduction

Learning from data has become a very powerful tool to understand system with

complex dynamics. Having a suitable dynamical model of the system is very cru-

cial for designing controllers, as the model is used to make predictions about the

evolution of the system under a control effort. Data-driven approaches are often

termed “black box modelling” as they allow us to model complex dynamics without

understanding the underlying mathematics. In the data-driven approach, a class

of models is typically chosen in advance, and the observations are then utilised to

select a model from that particular model class. This procedure is referred to as

model selection in machine learning paradigm [57]. For nonlinear systems, selecting

a suitable class of models to fit the data is usually very challenging. If the model

17
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class is too simplistic, then the resulting model will be a poor approximate (under-

fit the data) of the real system. Use of a more expressive model class on a small

data set suffers from the over-fitting problem. The approximate model of the system

performs well on the previous observations (training data) but generalizes poorly to

unseen data points.

Bayesian non-parametric models are very useful for learning complex dynamical

systems from data. These are a class of models that are parameterised directly by

observations. As a result, they can adapt their model complexities to the data.

A very popular Bayesian non-parametric model class is Gaussian processes (GPs).

GPs give a probabilistic interpretation of the data that allows us to quantify the

uncertainty within the model. This is very important for learning with limited

amounts of data, as we can always find a large number of models within a model class

that can possibly fit the data. This type of model uncertainty is known as epistemic

uncertainty. Gaussian processes are capable of capturing epistemic uncertainty and

reflects its confidence on the model by providing a probabilistic interpretation of

data. Deterministic models offer model confidence even when there are few or no

data points since they only provide one explanation for the data. This will have an

adverse effect on systems with safety-critical application. In the following section,

we will discuss Gaussian processes in great detail.

2.2 Gaussian Processes

Gaussian process(GP)[58] is a generalization of the Gaussian probability distribution

over functions. It is formally defined as a collection of random variables, any finite

number of which have a joint Gaussian distribution. Although a GP is of infinite

dimension, we are interested in a finite subset of it. It can be completely specified by
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its mean function m(x) and its covariance function k(x,x′). For a random process

f(x), these two are defined as,

m(x) = E[f(x)] (2.1)

k(x,x′) = E[(f(x)−m(x))(f(x′)−m(x′)] (2.2)

In the previous expressions the random variables are the function values at location

x. For GPs, any finite subset of the function values is distributed jointly as Gaussian.

The argument x of the random function plays the role of index of the random process.

GPs are formally represented as,

f(x) ∼ GP(m(x), k(x,x′)) (2.3)

Usually, the mean function is defined to be zero. But one can choose other mean

functions such as constant, polynomial, etc, depending on the data. Covariance

function plays an important role in Gaussian process as it encodes our assumptions

about the function to be learned. Notice that in Eq. (2.2), the covariance between

the function values depends on the corresponding input locations, not on the actual

values of the function. For GPs, the covariance function defines similarity or nearness

of the function values, which means that two input points that are close to each

other are likely to have similar function values. We will talk more about covariance

function in context of regression problem in section 2.4.

2.3 Gaussian Process Regression

Supervised learning is a class of machine learning algorithms that uses labeled train-

ing data to learn an unknown mapping from feature space to target space. It can
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be divided into regression and classification problems. In the regression problem, we

are interested in the prediction of continuous quantities, whereas in the classifica-

tion problem, the outputs are a discrete class of labels. In this literature, we mainly

focus on regression problems using Gaussian process models. Here, we consider an

unknown function f(x), that maps a D-dimensional input x to a scalar function f .

Further, we assume that we have access to noisy observations, {yi}ni=1 of the latent

function corresponding to a set of n input points, {xi}ni=1. The input data points

are stacked vertically to construct the input data matrix X of dimension n × D.

Similarly, we can construct the n-dimensional target vector, y and the tuple of them

is formally known as training data set, D = (X,y). We are interested in making an

inference between the inputs and targets by finding the posterior distribution on the

unknown function values given the observed data and a GP prior of the function.

We consider that the true function values are corrupted by additive independent

and identically distributed zero mean Gaussian noise ϵ, with noise variance σ2
ϵ .

yi = f(xi) + ϵi (2.4)

The above assumption results in Gaussian likelihood of the data. For a data set of

n points, the likelihood of the data can be computed as

p(y|f,X) = N (y; f, σ2
ϵ I) =

n∏
i=1

N (yi; fi, σ
2
ϵ ) (2.5)

where, N (µ, σ2) represents a Gaussian distribution with mean µ and variance σ2.

Finding the posterior distribution of the Gaussian Process on function values at new

input points (test inputs) is our subject of interest. From the definition of GP, these

function values, f⋆ at test inputs, X⋆ will be jointly Gaussian with the observations
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y, y
f⋆

 ∼ N


m(X)

m(X⋆)

 ,

K(X,X) + σ2
ϵ I K(X,X⋆)

K(X⋆,X) K(X⋆,X⋆)


 (2.6)

In the above equation, K(X⋆,X) denotes a n⋆×nmatrix of the covariances evaluated

at all pairs of test and train inputs points. Other matrices, K(X,X), K(X,X⋆),

K(X⋆,X⋆) are represented in similar manner. Conditioning the joint distribution

in (2.6) on the observations, we obtain the predictive distribution for the Gaussian

process regression,

p(f⋆|y,X,X⋆) = N (m̄, K̄) (2.7)

with posterior mean function,

m̄ = m(X⋆) +K(X⋆,X)[K(X,X) + σ2
ϵ I]

−1(y−m(X) (2.8)

Assuming the prior mean function as zero, we can rewrite the predictive posterior

mean as

m̄ = K(X⋆,X)[K(X,X) + σ2
ϵ I]

−1y (2.9)

The expression for covariance of the posterior GP is,

K̄ = K(X⋆,X⋆)−K(X⋆,X)[K(X,X) + σ2
ϵ I]

−1K(X,X⋆) (2.10)

An example Gaussian process prior is shown in Figure 2.1. We have used zero-mean

and squared exponential covariance function to specify the Gaussian process. The

signal variance of the SE kernel is taken as 1.2 and the value lengthscale hyperpa-

rameter is 0.3. The noise variance used in this example is 0.01. The blue line in

the middle is the specified mean, and the blue-shaded region shows two standard

deviations on either side of the mean. The faded “wiggly” lines are functions drawn

from the prior distribution. In figure 2.2, the posterior distribution of the Gaussian
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process with 12 data points is shown. We have used the same mean and covariance

function specifications as before. The posterior mean function changes according

to the data points as seen in the figure. The uncertainty region collapses around

the data points and expands in the region as we move away from them. Similarly,

functions drawn from the posterior distribution converges near to the data points,

showing the confidence of the model at the data points.

Until now, we have discussed the Gaussian process regression for a scalar unknown

function. But in practice it may happen that the underlying function is vector-

valued, or more formally we want to make prediction for multivariate targets. In

this case, we assign independent Gaussian processes to each target dimension. For

example, if the latent vector-valued function has dimension E, we perform E in-

dependent GP regressions given the train inputs for each dimension based on the

data.

Figure 2.1: An example of Gaussian process prior with zero mean and squared
exponential covariance function.



Chapter II. Gaussian Processes 23

Figure 2.2: An example of a Gaussian process posterior distribution using 12
data points with the same mean and covariance specifications as in Figure 2.1.

2.4 Covariance Function

The choice of covariance function significantly determines the mathematical proper-

ties (e.g., differentiability, boundedness) of the function. Not every arbitrary func-

tion of the input pair x, x′ is a valid covariance function. A covariance function (also

known as kernel) is said to be valid if it is positive semidefinite. A popular choice

for the covariance function is the squared exponential (SE) kernel due to its suitable

mathematical properties. SE kernel is infinitely differentiable, leading to a GP that

has mean-square derivatives1 of all orders. As a result the approximate function is

smooth. SE kernel has the form,

kSE(x,x
′) = σ2

SE exp

(
−1

2
(x− x′)⊺Λ−1(x− x′)

)
(2.11)

1Chapter 4, Gaussian Processes in Machine Learning [58]
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The above covariance function has two parameters, a scale term σ2
SE, usually known

as signal variance and a set of length-scales, described in terms of matrix Λ which

determines the smoothness of the function. Informally we can say length-scales de-

termines the length of the “wiggles” in the function. The signal variance determines

the variation of the function from the mean. The assumption of smoothness for SE

kernel sometimes becomes unrealistic for real-world problems. Though a more suit-

able covariance function is the Matern [59] class of kernels for its realistic smoothness

assumption, throughout this literature, we will consider the SE kernel only.

Figure 2.3: Gaussian process regression with SE kernel and Matern kernel.

The smoothness of a modelled function can be viewed as the quantification of simi-

larity among neighbouring points, x and x′ which provides a measure of similarity

between the function values, f(x) and f(x′). If the neighbouring points are similar

then the conditional probability of one of the points f(x′) given x, x′, f(x) will

have less uncertainty. On the other hand if the neighbouring points are not similar

then the same conditional probability will try to revert back to the prior probability,

resulting high uncertainty around the points. In Figure 2.3 Gaussian process regres-

sion with the SE kernel and the Matern kernel on same training data set with zero

prior mean function is shown. Compared to the functions drawn from the Gaussian
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Process posterior with Matern kernel (“wiggly” lines on the right plot), the func-

tions drawn from the Gaussian Process posterior (“wiggly” lines on the left plot)

with SE kernel appeared to be smooth. This can be easily seen from the ripples in

the sampled function from the posterior of the GP with Matern kernel.

2.5 Hyper-parameter Learning

In the above section, we have seen that the prediction of the Gaussian process

regression depends on the choice of a covariance function from different families

of it. Also, a particular class of covariance functions usually has a number of free

parameters, and the shape of the latent function is highly influenced by them. These

parameters are commonly known as “hyperparameters” as they parameterise the

distribution of the function rather than the function itself. In Bayesian learning,

choosing a covariance function for a particular application consists of selecting a

setting of hyperparameters within a class and comparing across different classes.

This process is usually known as “model selection” [58] in Bayesian learning. In most

cases, a particular family of covariance functions is chosen beforehand, depending

on the availability of prior information and desired mathematical property of the

function to approximate. Then the model selection lies in finding a suitable set of

hyperparameters that satisfies some predefined criterion. This process is known as

the training of a GP.

We can take care of hyperparameters by finding the posterior distribution on the

function values by averaging over the hyperparameters θ,

p(f|y,X) =

∫
p(f|y,X,θ)p(θ)dθ (2.12)
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where p(θ) is the prior distribution over the hyperparameters. Solving the inte-

gration in Eq. (2.12) is complex and may not be analytically tractable. One can

use an approximate inference method like Markov Chain Monte Carlo (MCMC) or

variational inference or can maximize the marginal likelihood of the data as given

below with respect to the hyperparameters θ,

p(y|θ,X) =

∫
p(y|f,X,θ)p(f|X,θ)df (2.13)

This approximation approach is known as type-II maximum likelihood (ML) method

for model selection. Eq. (2.13) is analytically solvable with Gaussian noise assump-

tion that gives a Gaussian likelihood of the data. The log-marginal likelihood can

then be written as,

log p(y|θ,X) = −1

2
(y−m(X))⊺[K(X,X) + σ2

ϵ I]
−1(y−m(X))

+
1

2
| K(X,X) + σ2

ϵ I | −N

2
log 2π (2.14)

In Eq. (2.14) the first term is known as data fit term as it contains the observations,

the second term is known as the model complexity term, and the last term is a nor-

malizing constant. The model complexity term penalizes the optimization objective

depending upon the covariance function. Partial derivatives of the log-marginal like-

lihood w.r.t. the hyperparameters can be found easily. We can use gradient based

optimization method to find the optimal value of them, though global optima is not

guaranteed. One can argue that ML-II optimization may lead to over-fitting of the

data, causing generalization error, but it is not a big problem as we are optimizing

w.r.t. the hyperparameters to adapt the distribution over the function rather than

finding the best fit of the function.

Examples of Gaussian process regression with varying length-scale hyperparameter
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Figure 2.4: Gaussian process regression with SE kernel and different length-
scales

of SE kernel is shown in Figure 2.4. We have considered three cases. In all of

these cases the values of other two hyperparameters (signal variance =1.2 and noise

variance 2=0.3) are kept fixed. The values of the lengthscale hyperparameter for

the three plots from left to right are l = 0.05, l = 0.09, l = 0.16, respectively. As

we move from left to right the correlation between functional values decreases. The

right most plot corresponds to the optimized lengthscale hyperparameter.

2.6 Prediction at Uncertain Inputs

In section 2.3 we have seen the expression for the predictive mean and variance of

the GP posterior distribution at known input points x⋆. However it may happen

that the test inputs are uncertain, we only know the distribution of it. For this case,

the predictive distribution can be found by averaging over the uncertainty in the

input point,

p(f ⋆|y,X) =

∫
p(f ⋆|y,X,x⋆)p(x⋆)dx⋆ (2.15)

2Sometimes the noise variance, σ2
ϵ is not considered is a hyperparameter, though it plays an

analogous role and can be treated as a hyperparameter. For more details check [58]
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This new predictive distribution, p(f ⋆|y,X) is known as the marginal predictive dis-

tribution, as it is obtained by marginalizing the predictive distribution with respect

to the test input x⋆.

A common assumption about the uncertain test inputs is that they are distributed

as Gaussian with known mean and variance, x⋆ ∼ N (µ⋆,Σ⋆). As a Gaussian input,

x⋆ is mapped through a nonlinear function, the resulting predictive distribution will

not be Gaussian as shown in Figure 2.5. Computing the analytical integration of

Eq. (2.15) becomes impossible as it can not be easily parameterized in terms of any

Figure 2.5: An example of GP prediction at a Gaussian test input.
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standard distributions. There are different approaches to approximate the posterior

distribution. We will discuss some of them in the following sections.

2.6.1 Numerical Approximation

The predictive distribution can be found by performing a numerical approximation

of the integral in Eq. (2.15) using simple Monte Carlo approach [60],

p(f ⋆|y,X) ≃ 1

T

T∑
t=1

p(f ⋆|y,X,x⋆t) (2.16)

where, x⋆t are independent samples drawn from p(x⋆). In Figure 2.5 prediction of

a Gaussian process regression at a test input distributed according to the bottom

plot is shown. The top right plot shows a GP posterior based on the training data.

The blue histogram at top left shows the true marginal predictive distribution. To

generate the true marginal predictive distribution, 100,000 samples are drawn from

the input distribution. These input samples are then propagated through the model

trained with the available data. These 100,000 predicted values are used to estimate

the marginal predictive density.

Even though the integration of Eq.(2.15) may be calculated using sampling-based

techniques, it might be beneficial to identify a parametric expression for the posterior

distribution. Also, sampling based techniques are usually time consuming and not

suitable for fast systems. To find an approximate analytic solution of the integration,

the marginal predictive distribution is approximated with a Gaussian distribution.

For this case, the problem becomes the computation of the mean and variance of

the approximated Gaussian distribution.



Chapter II. Gaussian Processes 30

2.6.2 Exact Moment Matching

In exact moment matching [42, 61] method the predictive distribution is approxi-

mated by a Gaussian that possesses the same mean and variance of the true predic-

tive distribution, thus known as exact moment matching. The predictive mean can

be found by the law of iterated expectation,

E[f ⋆|y,X] = Ex⋆∼p(x⋆)

[
Ef⋆∼p(f⋆|y,X,x⋆)[f

⋆|x⋆]|µ⋆,Σ⋆
]

= Ex⋆ [m(x⋆)|µ⋆,Σ⋆] + Ex⋆ [m̄(x⋆)|µ⋆,Σ⋆]

= Ex⋆ [m(x⋆)|µ⋆,Σ⋆] + Ex⋆ [k(x⋆,X)|µ⋆,Σ⋆]β

(2.17)

where β = [K(X,X)+σ2
ϵ I]

−1(y−m(X)). In the above expression, the expectation

over the covariance function can be computed in closed form for squared exponential

kernel. Similarly, predictive variance can be found using the law of total variance,

V[f ⋆|y,X]

= Vx⋆∼p(x⋆)

[
Ef⋆∼p(f⋆|y,X,x⋆)[f

⋆]|µ⋆,Σ⋆
]
+ Ex∼p(x⋆)

[
Vf⋆∼p(f⋆|y,X,x⋆)[f

⋆]|µ⋆,Σ⋆
]

= Vx⋆ [m(x⋆)|µ⋆,Σ⋆] + 2C [m(x⋆),k(x⋆,X)]β + β⊺Vx⋆ [k(x⋆,X)]β+

E [k(x⋆,x⋆)]− E
[
k(x⋆,X)

[
K+ σ2

ϵ I
]−1

k(X,x⋆)
]

(2.18)

In Eq. (2.18) the variance and covariance terms can be computed in closed form

for the squared exponential kernel. The above expressions are derived for a one-

dimensional regression problem. An extension to the multivariate regression problem

is given in [32].
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2.6.3 Mean Equivalent Approximation

It is a simple and computationally cheap method to compute the marginal predictive

distribution. In this method we only consider the mean of the input distribution

and make prediction with respect to it.

E[f ⋆|y,X] = m̄(µ⋆) (2.19)

V[f ⋆|y,X] = K̄(µ⋆) (2.20)

Mean equivalent approximation neglects the uncertainty in the input distribution

which induces model error. This leads to poor approximations for iterative multiple

step ahead prediction. In [42] it was demonstrated that with increase in prediction

horizon model errors will accumulate to give larger error for later stage of prediction.

2.6.4 Linearization of the Posterior GP Mean Function

An alternative way to find the predictive distribution is to linearize the posterior

GP mean function [43] in Eq.(2.9) around the mean of the test input distribution.

Using results for mapping a Gaussian distribution through linear models, we get the

moments of the approximated posterior Gaussian distribution. The predictive mean

is computed by evaluating the posterior GP mean in Eq.(2.9) at µ⋆, i.e.,

E[f ⋆|y,X] = m̄(µ⋆) (2.21)

The expression for predictive variance is given by,

V[f ⋆|y,X] = K̄(µ⋆) +∇x⋆m̄(µ⋆)Σ⋆∇x⋆m̄(µ⋆)⊺ (2.22)
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The derivation of the above expression is shown in A.1. Though the moment match-

ing method gives better approximation of the mean and variance of the marginal

predictive distribution, its application is limited due to the requirement of some

expensive computations. The computational complexity of moment matching for a

single time step is O(n2E2D), where n is the number of GP training points, D is

the input dimension and E is the dimension of the latent function. On the other

hand the computational complexity of linearizing the posterior GP mean function

is O(n2ED) for a single time step. As we can see, linearizing the posterior mean

function is relatively computationally cheaper as the number of output dimensions

increases, resulting in faster computation. Sometimes, moment matching may also

induce model error as the true predictive distribution may not be Gaussian or uni-

modal. Both approaches scale directly with input and output dimensions, as well as

with the number of training data points, making them computationally expensive

in high-dimensional spaces.

In Figure 2.6 the predictive distribution of Gaussian process regression with Gaussian

test input (bottom plot) using different approximation methods is shown (top left).

With all three methods, we are approximating the true predictive distribution with

a Gaussian, although the true predictive distribution may not be unimodal. As

we can see, the first and second moments of the predictive distribution computed

using the moment matching method matched closely with the true distribution.

These two still differ in shape that induces prediction error. On the other hand,

linearizing the posterior GP mean method works well locally and tends to capture

the characteristics near the mean of input test point but underestimate the variance

when the true predictive distribution is not unimodal as shown in the figure.



Chapter II. Gaussian Processes 33

Figure 2.6: GP marginal predictive distribution at a Gaussian test input using
different approximation methods.

2.7 Gaussian Process for Modeling Dynamical Sys-

tem

In section 1.1.1 we have seen that dynamical systems play a key role in control.

Depending on the complexity, analytical model of the system may or may not be

available. Gaussian process regression can be used to model the unknown dynamics

of the system from available data. We consider a discrete-time, continuous-state

dynamical system with latent state xt at time t. We consider that we have access



Chapter II. Gaussian Processes 34

to a sequence of noisy measurements {y1,y2, .....yT}. In addition, we assume that

control input ut can be applied to drive the system to a desired state. This control

input may be a function of noisy measurement yt. We wish to learn a model of the

system using these information.

Figure 2.7: Graphical representation of learning dynamical system

Fig. 2.7 shows a graphical representation of the above-mentioned problem [61]. At

every time step we make observations y of the latent variable x through a function

g that may be unknown. The control input u depends on the observation through

a policy π. The transition dynamics between the hidden states is represented by a

nonlinear unknown function f which depends on both the previous state and the

control.

2.7.1 Gaussian Process State-space Model

As discussed in section 2.3, GP regression models can be used to learn an unknown

function from data with little prior knowledge of the system. It captures the un-

certainty within the model class by returning a probability distribution over the
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unknown function rather than a point estimate. In our case we place a GP prior on

the unknown transition function f(xt).

f ∼ GP (m, k) (2.23)

As mentioned before, zero-mean GP prior with squared exponential kernel is our

choice for the regression problem. We introduce a random variable ft+1 to represent

the GP function evaluated at xt,

ft+1 = f (xt) (2.24)

yt = xt + ϵt (2.25)

For a system with control input, f(xt, ut), we use augmented state control vector x̂t

to represent the feature vector in our regression problem.

x̂t = [x⊺
t u⊺

t ]
⊺ (2.26)

Figure 2.8: Graphical representation of Gaussian process state space model

Figure 2.8 shows the graphical representation of Gaussian process state space model
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where the random variables f represent GP functions. Notice that the GP functions

are connected fully to each other as represented by the black thick line. For the

D dimensional state space, we use D independent GPs to model the mapping from

current states and control inputs to each state at the next time instant.

f 1 ∼ GP
(
m1(x̂t), k1(x̂

i
t, x̂

j
t)
)

(2.27)

f 2 ∼ GP
(
m2(x̂t), k2(x̂

i
t, x̂

j
t)
)

...

fD ∼ GP
(
mD(x̂t), kD(x̂

i
t, x̂

j
t)
)

Notice that in the above expressions (2.27) each independent GP model has a sep-

arate set of hyperparameters for the covariance function, although their training

features are the same. Next we will see an example of Gaussian process regression

for learning transition dynamics of a system. We consider the Van der Pole equation

given in [62] with the parameter value, ε = 1. We use Gaussian process state space

model to learn the unknown dynamics from the data. n = data points are generated

using the true dynamics with additive Gaussian noise. The learned model is used

to predict the function in future. The state trajectories and phase plots are shown

in Figure 2.9, 2.10 and 2.11 respectively. We used two independent GPs to model

the transition dynamics of the two states.

For the first case (left plots) we used n = 50 noisy data points along the trajectory

for training the GPs, while for the second case (right plots) we used n = 100 noisy

data points along the trajectory. The blue-shaded region in the state trajectory plots

shows the uncertainty in the model. For the first case, the GP model produces good

result near the data points. It induces errors while predicting in the region beyond
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the current data points, delivering higher uncertainty. This uncertainty measure is

very useful for learning system dynamics as it reflects our confidence on the model.

As we collect more data model uncertainty reduces improving the performance of

the model which can be seen from the right plots. The phase plot for two different

cases is shown in Figure 2.11. As we can see there is a significant deviation from the

true trajectory at the region with no data points. For the right plot the deviation

reduces converging to the true trajectory, which shows that GP regression models

are capable of capturing complex nonlinear patterns within the data.

Figure 2.9: State trajectory of Van der Pol oscillator: x1(t); left plot: 50 training
data points; right plot: 100 training data points.

Figure 2.10: State trajectory of Van der Pol oscillator:x2(t); left plot: 50 training
data points; right plot: 100 training data points.
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Figure 2.11: Phase portraits of Van der Pol oscillator; left plot: 50 training data
points; right plot: 100 training data points.

2.7.2 Online Learning and Limitations

As a non-parametric model, Gaussian processes use the whole data set while making

a prediction. With a larger data set, the computational complexities of GP training

and prediction becomes high, limiting its application to smaller data sets. For a data

set of size n, training a GP using gradient-based evidence maximization (Eq.2.14)

requires O(n3) computations. The reason behind it is that at each step we have

to find the inversion of covariance matrix Knn. With E target dimensions, the

complexity becomes O(En3) for GP training.

For prediction at uncertain input with linearization of posterior mean function, with

D input dimensions and E target dimensions the computational complexity becomes

O(n2ED) for a single time step (for exact moment matching it is O(n2E2D)). For

online learning we update the training data set with new measurements. Thus, the

size of training data set grows with time. Every time, a new measurement comes we

have to train the GP model on the entire data set (the new data point is augmented

to the old data set) making the use of GP models prohibitive in online learning

scenario.
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In the scalable GP literature, there are two main approaches for addressing this issue.

One approximates the kernel matrix globally by removing unnecessary information

from the data set and kernel matrix. This kind of global approximations can be

achieved by (i) forming a subset of training data with m ≪ n points [63]. This gives

a smaller, but constant, size kernel matrix Kmm; (ii) forming a sparse kernel matrix

[64] by removing the uncorrelated entries of Knn; (iii) Using inducing point methods

resulting in Nystrom approximation of the kernel matrix Knn ≈ KnmKmmKmn [55,

65]. Similar to the regression data matrixX defined in 2.3, the inducing point matrix

is defined and denoted as U. The other approach uses the divide-and-conquer rule

to find a local approximate of the training data [66, 67]. Global approximations are

capable of capturing global patterns, though they often filter out local information

because of the limited global inducing set. Local approximations give better results

by focusing on the local patterns of the data set, but sometime suffer from local over-

fitting and risk of discontinuous prediction. A detailed discussion of these methods

can be found in [68].

Some of the sparse approximation methods mentioned above can be applied to the

online learning scenario. The model should be able to adapt to the real time data

arriving sequentially. Also, it has to be scalable to large data sets as new data

comes continuously. [69, 70] extends the sparse GP using induction points approach

to online learning but sacrifices some performance by fixing hyperparameters to get

constant time update. A framework for deploying Gaussian process probabilistic

models in streaming data setting was developed in [71]. This presented two prob-

abilistic approaches (O-SVGP and O-SGPR) to update posterior distribution and

the hyperparameters in online manner. However, as shown in [72] these approaches

suffer from generalization error. [72] presented an approach using structured kernel

interpolation [73] to achieve constant time online update with respect to the size
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of the data set n. We will discuss online structured kernel interpolation [72] in the

next section.

2.8 Woodbury Inversion for Structured Kernel In-

terpolation (WISKI)

Structured kernel interpolation (SKI) generalizes the inducing point methods for

scalable Gaussian processes. It provides a unified way for fast kernel approximation

through kernel interpolation. WISKI [72] combines SKI and the Woodbury identity

to provide online learning with a constant time update in N . SKI approximates

the N ×M cross-covariance matrix (KXU) evaluated at each of N training and M

inducing point pairs [55] by interpolating the M ×M covariance matrix KUU .

KXU ≈ WKUU (2.28)

where W is a N ×M sparse matrix of interpolation weights. Similarly, KXX can be

approximated as

KXX + σ2
ϵ I ≈ K̃XX + σ2

ϵ I ≈ KXUKUUKUX + σ2
ϵ I ≈ WKUUW

⊺ + σ2
ϵ I (2.29)

The above expression is the building block of the online Gaussian process approxi-

mation. Though Eq.(2.29) offers a fast approximation of the kernel matrix, we are

more interested in finding the inverse. Using the Woodbury matrix identity (a spe-

cial case of matrix inversion lemma) to the inverse of the above expression, the SKI
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kernel inverse can be written as

(
K̃XX + σ2

ϵ I
)−1

=
1

σ2
ϵ

I− 1

σ2
ϵ

WMW⊺ (2.30)

where M = (σ−2
ϵ KUU +W⊺W)

−1
. If we consider that the above information is

available after t data points, then after observing (t + 1)th data point M can be

updated by a rank one update,

M−1
t+1 = M−1

t +wt+1w
⊺
t+1 (2.31)

where, wt+1 is the interpolation vector for the (t+ 1)th data point.

2.8.1 Computing the Moments of Posterior Distribution

Substituting Eq.(2.30) in Eq.(2.9), Eq.(2.10) and Eq.(2.14) we get the following

expression for posterior mean (Eq.(2.32)), posterior covariance function (Eq.(2.33))

and marginal log-likelihood (Eq.(2.34)).

m̄ = w⊺
x⋆
MW⊺y (2.32)

k̄(x⋆i ,x⋆j) = σ2
ϵw

⊺
x⋆i

Mwx⋆j
(2.33)

log(p(y|x,θ)) = − 1

2σ2
ϵ

(y⊺y− y⊺WMW⊺y)

− 1

2

(
log(KUU)− log(|M|) + (N −M) log σ2

ϵ

)
(2.34)

In the above expression, wx⋆ represents the interpolation vector corresponding to

the test input. Computing Eq.(2.31) requires computation of K−1
UU . But sometimes
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the inverse of KUU will be ill-conditioned. For this case we need an approach that

uses KUU directly in the predictions. The above interpolation matrix can be ap-

proximated as W⊺W = LL⊺ as shown in [72]. Substituting this in Eq.(2.30) we get

the following equations.

M = σ−2
ϵ KUU − σ−2

ϵ KUULQ
−1L⊺σ−2

ϵ KUU (2.35)

Q = I+ L⊺σ−2
ϵ KUUL (2.36)

Using the above expressions the predictive mean, variance and the marginal likeli-

hood can be formulated as,

m̄ = w⊺
x⋆

(
σ−2
ϵ KUU(W

⊺y− Lb)
)
W⊺y (2.37)

k̄(x⋆i ,x⋆j) = σ2
ϵw

⊺
x⋆i

(
KUU(wx⋆j

− Lb)
)

(2.38)

log(p(y|x,θ)) = − 1

2σ2
ϵ

(
y⊺y− y⊺WKUUW

⊺y+ a⊺Q−1a
)

− 1

2

(
− log |Q|+ (N −M) log σ2

ϵ

)
(2.39)

In the above expression we can cache W⊺y, W⊺y and L. When new data arrives a

single updation step step can be perform to update these values. In the following

expressions (xt+1, yt+1) is the new data point available at time t+1. Similarly, wt+1

represents the weight vector corresponding to new data point.

(W⊺y)t+1 = (W⊺y)t + yt+1wxt+1 (2.40)

(y⊺y)t+1 = (y⊺y)t + y2t+1 (2.41)
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(W⊺W)t+1 = (W⊺W)t +wxt+1w
⊺
xt+1

(2.42)

2.9 Summary

Machine learning techniques are very useful for learning a model of the system from

data when few or no prior information of the system is available. The learned

model converges to the true system model in presence of infinite amount of data. In

smaller data region, these methods suffer from model generalization error. Bayesian

machine learning techniques work well in smaller data region as it quantifies the un-

certainty within the model. Gaussian processes are very popular in Bayesian learning

paradigm for learning a model with limited amount of data. It gives a probabilistic

interpretation of the data and quantifies the uncertainty within the prediction. A

Gaussian process can be fully specified by its mean and covariance functions. Usu-

ally, the mean function of a Gaussian Process is considered zero. Covariance function

provides a measure of similarity between two points. Squared exponential kernel is a

very popular choice for covariance function as functions modelled with this are very

smooth. Finding a closed form expression for predictive mean and covariance func-

tion of Gaussian Process posterior at uncertain test point (which can be represented

with probability distribution ) is not possible. Moreover, the predictive distribution

may not be unimodal. A very effective approach to find the predictive mean and

variance is to approximate the posterior distribution by a Gaussian distribution.

Linearization of the posterior mean function around the mean of the uncertain test

point gives a good approximation of the true posterior distribution. This approach

is computationally cheap also.
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Though Gaussian Processes are very powerful in presence of limited amount of data,

it suffers when the number of training data points increases as it involves the com-

putation of the inverse of the covariance matrix. For learning a GP model from

sequential data, it has to be trained every time when a new data point is available.

This is computationally expensive as the size of the data set increases with time.

Structured kernel interpolation technique with Woodbury inversion gives us the free-

dom to update the posterior mean and variance of the predictive distribution, when

a new data point is available.



Chapter 3

Online Learning Based MPC

3.1 Introduction

In online learning-based model predictive control, we learn the unknown part of sys-

tem dynamics from the streaming data (noisy measurements) and use the learned

model to plan the future behavior. We use the structured kernel interpolation

method for online Gaussian process regression as discussed in Section 2.8 for ef-

ficient and online update of the model with new measurements. We use some of the

theory discussed in Section 2 in this section.

3.2 MPC Controller Design

We can divide this approach into three parts. The first part is learning a Gaussian

process prediction model from the streaming data. The model has to be updated

every time when a new measurement is available. The next step is the selection of a

suitable cost function and the last step lies in the formulation of chance constraints

45
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for tractable MPC optimization. In this section, we use k to denote an instant of

time and i = 0, 1, 2, ... represents future state starting at a particular time instant k.

We consider the design of model predictive controller for dynamical system discussed

in section 1.1.1. We assume that the nominal model of the system is known and

the system dynamics can be represented by Eq.(1.2). Further we consider that

the unknown part of the dynamical system g lies in a subspace spanned by Bd as

described below.

xk+1 = h(xk,uk) +Bd (g(xk,uk) + ϵk) (3.1)

with states x ∈ Rnx and control u ∈ Rnu . This is a common assumption for control

system design, and later we will see that this assumption significantly reduces the

computational burden by giving us the flexibility to select a subset of state space

that is assumed to be affected by uncertainty, as shown in [51]. The dimension of

Bd depends on our choice of uncertain states. For example, if we want to learn nd

states then dimension of Bd will be nx×nd. In the above equation, ϵ represents the

measurement noise as we are interested in estimating the unknown function g from

noisy, sequential observations of states and control. For this, we apply structured

kernel interpolation for online Gaussian process regression (WISKI) discussed in

section 2.8 to learn a statistical model of the unknown function g from available

data. At each time instant, the learned GP model is used to simulate the future

behavior of the system using iterative one-step ahead predictions. This results in

stochastic distributions of the simulated states. We formulate the optimal control
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problem in the stochastic MPC framework as proposed in [50].

min
{ui}

E

(
lf (xN) +

N−1∑
i=0

li(xi,ui)

)
(3.2)

s.t. xi+1 = h(xi,ui) +Bd (g(xi,ui) + ϵi) (3.3)

Pr(xi+1 ∈ Xi+1) ≥ px (3.4)

Pr(ui ∈ Ui) ≥ pu (3.5)

x0 = x(k) (3.6)

The optimization problem is solved over a sequence of control inputs. We use the

concept of probabilistic reachable set as discussed in [52, 50] to reformulate the

chance constraints deterministically.

3.2.1 Prediction Model and State Uncertainty Propagation

We apply structured kernel interpolation for online Gaussian process regression

(WISKI) discussed in [72] to estimate the unknown function g from sequential ob-

servations of states. We consider that the measurements are corrupted with i.i.d.

zero mean Gaussian noise with variance σ2
ϵ . Then we generate the regression targets

from the nominal model and the noisy measurements of states using the following

expression,

yk = g(xk,uk) + ϵk = B†
d (xk+1 − h(xk,uk)) (3.7)

In the above equation B†
d represents the Moore-Penrose pseudo-inverse of Bd. Often,

we know the linear model (xk+1 = Axk + Buk) of the dynamical system derived

from the first principles. Using this we can rewrite our regression data generation
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equation as,

yk = B†
d (xk+1 −Axk −Buk) (3.8)

= B†
d

(
xk+1 − Ãzk

)
(3.9)

where, Ã = [A B], and z⊺i = [x⊺
k u⊺

k]
⊺. The input feature vector of the regression

problem is the augmented state control vector zk ∈ Rnx+nu and at each time instant

k we have new measurements, Dk = {zk,yk}. We use Dk to update our model at

each time step k. This results in a stochastic distribution of the approximation of g .

We denote the Gaussian process approximate of unknown dynamics g from noisy

measurements as d. Being an affine transformation of Gaussian vector dk−1, xk

will also be a Gaussian vector. Then, xk and dk can be approximated as a jointly

Gaussian distribution at each step k as shown below.

xk

dk

 ∼ N (µk,Σk) = N


µx

k

µd
k

 ,

Σx
k Σxd

k

Σdx
k Σd

k


 (3.10)

The predicted mean µx
i+1 and the covariance Σx

i+1 can then be computed by using

approach similar to extended Kalman filtering. Derivations are shown in A.4.

µx
k+1 = h(µx

k,uk) +Bdµ
d
k (3.11)

=

[
A Bd

]
µx

k +Buk (3.12)

Σx
k+1 =

[
∇h(µx

k,uk) Bd

]
Σk

[
∇h(µx

k,uk) Bd

]⊺
(3.13)

=

[
A Bd

]Σx
k Σxd

k

Σdx
k Σd

k


A⊺

B⊺
d

 (3.14)
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The mean µd
k and the covariance matrix Σd

k of GP approximation, dk and the cross

covariance between states, xk and GP approximation, dk, Σ
xd
k can be computed at

each time instant using linearization of posterior mean of the Gaussian process with

respect to the mean of predicting input (section 2.6.4). The resulting equations can

be written as,

µd
k = µd(µx

k,uk) (3.15)

Σxd
k = Σx

k

(
∇xµ

d(µx
k,uk)

)⊺
(3.16)

Σd
k = Σd(µx

k,uk)+∇xµ
d(µx

k,uk)Σ
x
k

(
∇xµ

d(µx
k,uk)

)⊺
(3.17)

In the above discussion we consider that the control inputs are deterministic. The

extension to stochastic case is straightforward and can be computed by finding the

joint distribution of states, control and the GP approximation of unknown function.

3.2.2 Cost Function

In model predictive control, the most popular example of cost function function is a

quadratic cost on states and control. With the appropriate choice of weight matrices

Q ⪰ 0 and R ≻ 0 we can write the expression for quadratic cost as

l(xi − xr
i ,ui − ur

i ) = ∥xi − xr
i∥

2
Q + ∥ui − ur

i∥
2
R (3.18)

where, xr and ur represents the reference signal. In our problem, the states are

distributed as Gaussian. This makes the cost function stochastic in nature. There

are two main approaches for selecting a cost function. One is to take certainty

equivalence approach, and use a quadratic cost function evaluated at the mean of

our state distribution. [53, 54] uses this approach where the cost function is given
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by

l(xi − xr
i ,ui − ur

i ) = ∥µx
i − xr

i∥
2
Q + ∥ui − ur

i∥
2
R (3.19)

The other approach is to make use of the first and second moments of the states and

compute the expected value of the quadratic cost given in Eq.(3.18) with respect to

the state distribution [50].

E (l(xi − xr
i ,ui − ur

i )) = ∥µx
i − xr

i∥
2
Q + ∥ui − ur

i∥
2
R + tr (QΣx

i ) (3.20)

The derivation of the expected quadratic cost function is given in A.2. We denote

the evaluation of the expected quadratic cost in terms of mean and variance as

E (l(xi − xr
i ,ui − ur

i )) = ci (µ
x
i − xr

i ,ui − ur
i ,Σ

x
i ). In a similar way, we can compute

the terminal cost cN (µx
N − xr

N ,Σ
x
N).

3.2.3 Chance Constraints Formulation

In the problem formulation, we assumed that the system’s dynamics are unknown or

partially known. The unknown function is learned from the measurement data using

the probabilistic Gaussian process regression model. This results in a stochastic

belief about the state, which expresses the uncertainty in the system dynamics based

on the evidence. Due to the stochastic character of the problem, constraint fulfilment

in the traditional sense cannot be guaranteed. A naive approach will be the direct

use of expected state prediction for constraint satisfaction ignoring the uncertainty

in the prediction. A more sophisticated way of handling the constraints is the

construction of confidence sets,

Pr(x ∈ X ) ≥ p (3.21)
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with the probability of constraint satisfaction p. This type of probabilistic represen-

tation of constraints is also known as chance constraint formulation.

In [50] probabilistic reachable sets are used to reformulate the chance constraints on

state using constraint tightening based on error exi = µx
i −xi. A probabilistic i -step

reachable set is defined in [52] as an extension of the concept of reachable sets to

stochastic systems.

Definition 3.1 (Probabilistic i -step Reachable Set). A set R is said to be a prob-

abilistic i -step reachable set (i -step PRS ) of probability level p if

Pr(ei ∈ R|e0 = 0) ≥ p (3.22)

Given the i -step PRS Rx
i of probability level px for the state error exi tightened

constraints on the state can be defined with respect to the mean µx
i .

µx
i ∈ Zi = Xi ⊖Rx

i (3.23)

where ⊖ represents the Pontryagin set difference. The Pontryagin’s set difference

for two set P and Q is defined as, P ⊖ Q = {x ∈ Rn : x + q ∈ P ,∀q ∈ Q}.

With Gaussian state xi the uncertainty in each step i can be fully specified by the

covariance matrices Σx
i . Then i-step PRS sets can be computed as a function of

these covariance matrices [52]. Here, we consider the constrained set Xi given by a

single half-space constraint.

X hs
i =

{
x ∈ Rn | a⊺

ix ≤ bi

}
ai ∈ Rn, bi ∈ R+ (3.24)

Then the i-step PRS can be computed as a function of Σx
i using the quantile function

ϕ−1(px) of a standard Gaussian random variable at the probability of constraint
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satisfaction, px.

Rx (Σx
i ) =

{
e ∈ Rn

∣∣∣∣a⊺
i e ≤ ϕ−1 (px)

√
a⊺
iΣ

x
i ai

}
(3.25)

The tightened state constraint can be computed as,

Zhs
i (Σx

i ) =

{
z ∈ Rn

∣∣∣∣a⊺
i z ≤ b− ϕ−1 (px)

√
a⊺
iΣ

x
i ai

}
(3.26)

The tightening of the slab constraints can be derived in a similar way, X sl
i =

{
x |

|a⊺
ix| ≤ bi

}
, ai ∈ Rn, bi ∈ R+

Zihs (Σx
i ) =

{
z ∈ Rn

∣∣∣∣a⊺
i z ≤ bi − ϕ−1

(
px + 1

2

)√
a⊺
iΣ

x
i ai

}
(3.27)

A derivation of tightened state constraints is shown in A.3. For stochastic control

input, we can similarly compute the tightened constraints using the i-step PRS.
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3.3 Online Gaussian Process-based MPC

Using the approximations discussed above, the learning-based MPC problem can be

reformulated as

min
{ui}

(
cf (µ

x
N − xr

N ,Σ
x
N) +

N−1∑
i=0

ci(µ
x
i − xr

i ,ui − ur
i ,Σ

x
i )

)
(3.28)

s.t. µx
i+1 = h(µx

i ,ui) +Bdµ
d(µx

i ,ui) (3.29)

Σx
i+1 = [∇h(µx

N ,Σ
x
N) Bd]Σi [∇h(µx

N ,Σ
x
N) Bd]

T (3.30)

µx
i+1 ∈ Zhs

(
Σx

i+1

)
(3.31)

ui ∈ U (3.32)

µx
0 = x(k), Σx

0 = 0 (3.33)

for i = 0, 1, ..., N − 1. At each instant of time, the solution of the optimal control

problem results in a sequence of optimal control u⋆
0, ....,u

⋆
N−1. The MPC control law

is obtained in a receding fashion by applying the first element u⋆
0 of the control se-

quence. The above non-linear MPC formulation results in a non-convex optimization

problem due to the computation of the predictive second moment of the state distri-

bution and finding a global optima is not guaranteed. We use Sequential Quadratic

Programming to solve this problem. Also, at every optimization step the function

evaluation depends on the prediction of GP. This makes solving the optimization

problem time-consuming. We applied our approach to the pendulum problem. In

the next chapter, we will show our results.





Chapter 4

Simulation Results

4.1 Pendulum Problem

We consider the problem of simple pendulum control as shown in Figure 4.1. The

aim is to position the pendulum arm vertically upward starting from a known initial

position. The system dynamics is described by a non-linear continuous-time model

of the system (for simulation purposes) [32]. The states and the control input of

the system are the angular position (rad) x1, the angular velocity (rad/sec) x2 and

the torque (N-m) applied to the system u. We consider that the approximate linear

model of the system is known. Euler’s method is used to discretize the linear part

of the system dynamics with sampling time, Ts = 50 ms. We assume that the

non-linearity only affects the angular velocity and we are interested in learning this

only. Then we can write, Bd = [0 1]⊺. Then the system dynamics becomes the

following.

xk+1 = Axk +Buk +Bdg(xk,uk) (4.1)

Matrix A and matrix B can be found in [32]. For simulating the true system g is

55
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Figure 4.1: Pendulum System

computed using the values given in [32]. We use kernel interpolation-based online

Gaussian process regression discussed in section 2.8 to learn the unknown function

g . Initially, we do not have any data point. As time progresses we collect data and

the update the model at every time step. We considered the squared exponential

kernel, and the hyperparameters of the kernel are learned at every step. Initially,

the inducing points are taken on a three dimensional grid of 0.01× 0.01× 0.01. The

signal variance and the length-scale parameters are initialized randomly at small

values.

We considered quadratic cost function with Q = diag([5.0, 0.1]⊺) and R = 0.01.

The prediction horizon is chosen to be N = 12. We consider two cases for our

problem, one without any constraints on the system and the other with constraint

on control input (−3 ≤ u ≤ 3). For every case, we consider three scenarios for

future state prediction, (i) using only the nominal model, (ii) using the sparse GP
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model learned offline with the nominal model, and (iii) using the proposed approach

of online learning with the nominal model. The results are shown in Figure (4.2)-

Figure (4.5). In every figure, the left plot shows the results without any constraints

on the system and case two shows the results with control constraints.

Figure 4.2 shows the angular position of the pendulum arm. The learning-based ap-

proaches, GPMPC with offline learning (yellow), and the proposed approach (green)

outperform the nominal model-based MPC which is not surprising. Initially, the

offline GPMPC performs well as compared to the proposed approach due to less un-

certainty in the learned model. The proposed approach starts with an empty data

set; thus,the uncertainty in the model remains high at the initial stage of learning.

As we collect more, the uncertainty reduces and the proposed algorithm works well,

eventually outperforming the offline GPMPC approach after some time. Similar

results can be seen for angular velocity also as shown in Figure 4.3. The plots for

control input is shown in Figure 4.4. In Figure 4.5, the plots for the MPC cost

function are shown. For offline GPMPC and nominal MPC we can see a monotonic

decrease in the cost function, but for the proposed approach it is not true due to

the initial uncertainty in the model.



Chapter IV. Simulation Results 58

Figure 4.2: State trajectory, angular position (degree); left plot: unconstrained;
right plot: constraint on input.The red dotted line represents the reference signal
(p ref). The blue line represents the result corresponding to the nominal model
based MPC (p nom). The results for GPMPC with offline learning (p gp) and
the proposed approach (p gp online) is shown by the yellow and green line respec-

tively.

Figure 4.3: State trajectory, angular velocity (degree/sec.); left plot: uncon-
strained; right plot: constraint on input
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Figure 4.4: Control input, torque (Nm); left plot: unconstrained; right plot:
constraint on input

Figure 4.5: Evaluation of the cost function; left plot: unconstrained; right plot:
constraint on input





Chapter 5

Conclusion and Scope for Future

Work

This dissertation focuses on developing an approach that solves the optimal control

problem to achieve certain performance measure corresponding to a system with

partially known dynamics. This work comprises two parts. The first part includes

the identification of the unknown part of system dynamics from measurement data.

The concept of Bayesian supervised learning is used to learn the unknown part of

the transition function and quantify the uncertainty within the learned model. The

kernel interpolation-based method is used to overcome the difficulties of Gaussian

process regression with streaming data. In the second part, the model predictive

control technique is used to solve the optimal control problem that has the ability

to handle the system constraints ensuring the safety of the system. The learned

dynamics together with the nominal model is used to simulate the future behaviour

of the system. The uncertainty in the learned model is used for planning and chance

constraint formulation. The proposed approach achieves better performance than

the Gaussian process model predictive control approach with offline learning.
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5.1 Future Work

Though the online learning based model predictive control with Gaussian processes

approach works well in the simulated environment, several open problem exists for

this approach.

5.1.1 Mathematical Validation

Gaussian processes with inducing point approximation generally works as black box

modelling. In this approach the information contained in the data set is summa-

rized by a set of pseudo input points. Showing mathematical analysis of recursive

feasibility and stability of the proposed MPC scheme is difficult. Future work lies in

developing a mathematical framework for the proposed approach ensuring stability

and recursive feasibility.

5.1.2 Experimental Validation

The main motivation behind online learning of the unknown system is that it be-

comes capable of working with a changing environment. Also, learning the unknown

dynamics of the system with Gaussian process model results in a nonlinear MPC

problem making its application difficult for a fast moving system. Though we have

applied the proposed approach in simulated environment to a simple pendulum prob-

lem, a successful test of the algorithm to a practical system will work as a proof of

concept. —————————————————



Appendix A

DERIVATIONS

A.1 Linearization of Posterior Mean Function

In linearization of the posterior mean function method [42], the posterior mean func-

tion is linearized using 1st order Taylor series expansion around µ⋆ to approximate

the mean of marginal predictive distribution.

E[f ⋆|y,X] = Ex⋆∼p(x⋆) [m̄(x⋆)]

≈ E [m̄(µ⋆) + (∇x⋆m̄(µ⋆))⊺ (x⋆ − µ⋆)] +O(2)

= m̄(µ⋆)

(A.1)

Marginal predictive variance is computed similarly,

V[f ⋆|y,X] = Vx⋆∼p(x⋆) [m̄(x⋆)] + Ex⋆∼p(x⋆)

[
K̄(x⋆)

]
= ∇x⋆m̄(µ⋆)Σ⋆∇x⋆m̄(µ⋆)⊺ + K̄(µ⋆)

(A.2)
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The first term can be computed as,

V [m̄(x⋆)] = V [m̄(µ⋆) +∇x⋆m̄(µ⋆) (x⋆ − µ⋆)]

= V [∇x⋆m̄(µ⋆) (x⋆ − µ⋆)]

= ∇x⋆m̄(µ⋆)V [(x⋆ − µ⋆)]∇x⋆m̄(µ⋆)⊺

= ∇x⋆m̄(µ⋆)Σ⋆∇x⋆m̄(µ⋆)⊺

(A.3)

The second term is be computed using Taylor series expansion of K̄ around µ⋆

E
[
K̄(x⋆)

]
= E

[
K̄(µ⋆) +

(
∇x⋆K̄(µ⋆)

)⊺
(x⋆ − µ⋆)

]
= K̄(µ⋆)

(A.4)

Then the mean of the predictive distribution at test input x⋆ becomes,

m̄ = k (x⋆,X)
(
K (X,X) + σ2

ϵ I
)−1

y

= k (x⋆,X)α

(A.5)

In the above expression, α = (K (X,X) + σ2
ϵ I)

−1
y, is independent of x⋆, therefore

to calculate the derivative of the posterior mean function we only have to differentiate

the kernel. For the squared exponential covariance function, the derivative of the

kernel between x⋆ and a training point xi is

∂k(x⋆,xi)

∂x⋆
=

∂

∂x⋆

{
σ2
SE exp

(
−1

2
(x⋆ − xi)

⊺Λ−1(x⋆ − xi)

)}
= k(x⋆,xi)

∂

∂x⋆

{
−1

2
(x⋆ − xi)

⊺Λ−1(x⋆ − xi)

}
= Λ−1(x⋆ − xi)k(x

⋆,xi)

(A.6)
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which is a D × 1 vector. Differentiating (A.5) with respect to x⋆ and substituting

(A.6) we get the expression of the derivative of the posterior mean function

∂m̄

∂x⋆
=

∂k(x⋆,X)

∂X
α

= −Λ−1X̃
⋆ (

k(x⋆,X)T ⊙α
) (A.7)

where, X̃
⋆
= [x⋆ − x1, .....x

⋆ − xN ] is a D×N matrix. The derivative ∂m̄
∂x⋆ in (A.7) is

a vector of D× 1 dimension. ⊙ in the above expression represents the element-wise

product.

A.2 MPC Cost Function

The expression of the expected quadratic stage cost can be derived as follows.

E [l (xi − xr,ui − ur)] = E
[
(xi − xr)T Q (xi − xr) + (ui − ur)T R (ui − ur)

]
=

∫ ∫ [
(xi − xr)T Q (xi − xr) + (ui − ur)T R (ui − ur)

]
p(x,u)dxdu

=

∫ ∫ [
(xi − xr)T Q (xi − xr)

]
p(x,u)dxdu

+

∫ ∫ [
(ui − ur)T R (ui − ur)

]
p(x,u)dxdu

(A.8)

In (A.8) we will derive the first expression of right-hand side. The other expression

can be derived in a similar manner.

∫ ∫ [
(xi − xr)T Q (xi − xr)

]
p(x,u)dxdu (A.9)
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=

∫ ∫ [
(xi − xr)T Q (xi − xr)

]
p(u|x)p(x)dxdu

=

∫ [
(xi − xr)T Q (xi − xr)

]
p(x)dx

= xr⊺Qxr − 2

∫
xr⊺Qxip(x)dx+

∫
xi

⊺Qxip(x)dx

= xr⊺Qxr − 2xr⊺Qµx
i + µx

i
⊺ +

∫
(xi

⊺Qxi − µx
i
⊺Qµx

i ) p(x)dx

=
[
(µx

i − xr)T Q (µx
i − xr)

]
+

∫
tr (Q (xix

⊺
i − µx

iµ
x
i
⊺))

=
[
(µx

i − xr)T Q (µx
i − xr)

]
+ tr (QΣx

i )

Similarly, we can derive the expression for the terminal cost.

A.3 Chance Constraint Formulation

The tightened state and control input constraints with respect to their mean can be

written as

µx
i ∈ Zi = Xi ⊖Rx

i (A.10)

µu
i ∈ Vi = Ui ⊖Ru

i (A.11)

From Eq. (A.10) we can say that,

µx
i ∈ Zi ⇒ Pr(xi = µx

i + exi ∈ X ) ≥ Pr(exi ∈ Rx) ≥ px

Here we only consider the half-space constraints given by,

X hs
i =

{
x | h⊺

ix ≤ bi

}
hi ∈ Rn, bi ∈ R+ (A.12)
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We are interested in finding the marginal distribution of the error in the direction

of half space, h⊺
i e

x
i . With Gaussian state distribution the error distribution will also

be a Gaussian with mean and variance computed as below,

E [h⊺
i e

x
i ] = E [h⊺

i (µ
x
i − xi)]

= 0

V [h⊺
i e

x
i ] = E [(h⊺

i e
x
i )(h

⊺
i e

x
i )

⊺]

= h⊺
iE [(exi )(e

x
i )

⊺]hi

= h⊺
iE [(µx

i − xi)(µ
x
i − xi)

⊺]hi

= h⊺
iΣ

x
i hi

Using the quantile function of a standard Gaussian random variable ϕ−1 at the

probability of constraint satisfaction px, i -step PRS can be written as

Rx (Σx
i ) =

{
e

∣∣∣∣h⊺
i e ≤ ϕ−1 (px)

√
h⊺
iΣ

x
i hi

}
(A.13)

A.4 Uncertainty Propagation

The state update equation can be written as,

xk+1 = h(xk,uk) +Bdd (A.14)

At k = 0, x0 is deterministic (known from the measurement). Then, x1 becomes

Gaussian.

x1 = h(x0,u0) +Bdµ
d
0 (A.15)
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For the next states, we use linearization of posterior mean approach to predict at

a Gaussian state. Similarly we can linearize h around µx
k to find our new update

equation for mean,

µx
k+1 = h(µx

k,uk) +Bdµ
d
k (A.16)

For variance updation we follow similar steps, that gives

Σx
k+1 = V [h(xk,uk) +Bdd]

= V [h(µx
k,uk) +∇xh(µ

x
k,uk)(xk − µx

k) +Bdd]

= ∇xh(µ
x
k,uk)Σ

x
k (∇xh(µ

x
k,uk))

⊺

+∇xh(µ
x
k,uk)Σ

xd
k B⊺

d +BdΣ
dx
k (∇xh(µ

x
k,uk))

⊺ +BdΣ
d
kB

⊺
d

=

[
∇xh(µ

x
k,uk) Bd

]Σx
k Σxd

k

Σdx
k Σd

k


∇xh(µ

x
k,uk)

⊺

B⊺
d


=

[
∇xh(µ

x
k,uk) Bd

]
Σk

[
∇xh(µ

x
k,uk) Bd

]⊺

(A.17)
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