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•  Community Q&A website on a wide range of topics in 
computer programming 

•  Encourages “practical, answerable questions based 
on actual problems” — chatty, open-ended questions 
are discouraged 

•  Bad questions are moderated and closed 

•  Multi-class classification: open, non-constructive, off-
topic, too localised, not a question 



Stack Overflow homepage 

One of the 4M questions 



Dataset 

•  3.4M questions from Stack Overflow till July 31, 2013 

–  PostId, PostCreationDate 
–  OwnerUserId, OwnerCreationDate  
–  ReputationAtPostCreation  
–  OwnerUndeletedAnswerCountAtPostTime 
–  Title, BodyMarkdown 
–  Tag1, Tag2, Tag3, Tag4, Tag5 
–  PostClosedDate, OpenStatus 



First attempt 

•  Logistic regression with bag of words (1-grams) 

•  Poor results: 24% accuracy 

•  Coming up: a better look at the dataset 



Features  

•  Questions words: what, 
who, when, how, which, 
where, why 

•  Pronouns: I, you 

•  Positive features: 
–  Presence of a code 

sample 
–  High user reputation 

•  Bad tags 
–  Directly related to off-

topic class 

•  New sampling 
–  Stratification to 

independently sample 
subpopulations 
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Naïve Bayes 

•  Bag of words 
–  Numeric 

•  Tries to fit Gaussian model; calculates variance 
•  Computationally very expensive 

–  Binary 
•  Bernoulli model 
•  59.17% accuracy 
 



Incremental Naïve Bayes 

•  Bag of words 
–  Numeric 

•  Tries to fit Gaussian model; assumes variance of 0.1 
•  Accuracy of 37.12% 

–  Binary 
•  Bernoulli model 
•  Accuracy of 53.91% 

•  N-grams 
–  Binary: Roughly the same accuracy (56.52%) 



Multinomial Naïve Bayes 

•  Recommended for unbalanced text classification problems 

•  Replace exponent: normalize the word counts in each class 
so that the total size of the classes is the same for both 
classes after normalization 

•  Accuracy of 58.44% 

•  Ignores non-string features 



Cost Matrix 

•  Penalize assigning closed questions to open class 
–  Accuracy: 54.34% 

•  Results worsen with more cost (50) 



To do 

•  Diversity metrics—Yule’s Q statistic: lower Q values 
indicate greater diversity 

•  Minimizing expected cost using the cost matrix 

•  Other Q&A websites of the Stack Exchange network 



Thank you 

Questions? 


