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Implementation

• Number of Features/Dimensions: 7066

• Training Data: 200 people

• Testing Data: 82 people

Training Results: 

• Using LSSVM on raw data – 78% correct 
predictions

• Using 2 Layer feed forward network with 20 
hidden neurons – 80% correct predictions. 
0.54 log loss on Kaggle



Problems with results:

• Because of too many dimensions, but limited 
number of samples, our training methods 
were very prone to Over-Fitting.

• So, we went for dimension reduction and 
tried the following techniques:

• PCA, Fisher Reduction, Kruskal Wallis 
Analysis and Minimum Redundancy 
Maximum Relevance(MRMR) Feature 
selection.



Feature Reduction

  This is how we fared:

• PCA: No improvement

• Fisher & Kruskal Wallis Analysis: Emphasis on 
Curvature and Direction related features, with 
moderate emphasis on Direction. No improve in 
accuracy by either SVMs or Neural Network 
method.

• MRMR: Strong Emphasis on Chaincode and 
Curvature related features , with moderate 
emphasis on Direction. Accuracy by SVMs and 
Neural Network Methods: 82%



Observations:

• Chaincode metrics tend to be higher 
for females and lower for males, 
same goes for Curvature.

• Direction metrics do not have a 
general variation trend but vary 
across individual parameters.



Thank You for Your Attention.
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