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1 Introduction

Gene regulatory systems, metabolic pathways, neuronal connections, food webs, social structures and the Internet
are all naturally represented as networks. However, it is not always clear how such a representation aids the
understanding of its real-world counterpart. It may be that abstracting a complex system as a network discards all
of the relevant information, but this seems unlikely for such a high-dimensional representation. Here, we presume
that there is some valuable information encoded in the network; the problem is simply to find it. To learn about
networks of any significant size it is generally necessary to characterise them by summary descriptions, which we
will refer to as metrics.

A great variety of metrics exist in the literature, but studies that aim to characterise a particular network
typically employ a small subset of these, and the choice of metrics is not systematic. It is typical for a new metric to
be introduced with comparison to only a few existing ones. The lack of a systematic comparison makes it difficult
to know which metrics capture some genuinely novel aspect of network structure, and which might be redundant.
Efforts to address this have recently been made [3], but it remains true that there is as yet no systematic program for
characterising network structure [8] that can be used to compare the diverse ways in which networks are analysed. We
attempt to introduce such a framework, in the form of a matrix whose rows correspond to networks, and columns to
metrics; we term this the data matrix. Here we seek to demonstrate some applications of this approach to network
classification, finding redundant metrics, model-fitting, using synthetic networks to contextualise and motivate
generative models for real-world networks, studying evolving networks, relating network features to evolutionary
phylogenies, and determining the robustness of metrics to network damage and sampling effects.

2 Materials and Methods

2.1 Networks

We collected about 1,200 real networks. These included several types of biological networks, social networks, com-
puter networks and miscellaneous others. The networks ranged in size from a few tens of nodes upto tens of thousands
of nodes.

2.2 Metrics

We included about 60 base metrics taken from the literature. Whilst some metrics, such as the diameter, are scalars,
others return a vector: for example, the degree distribution returns a number for each degree in the network. In order
add such vector metrics to our data matrix, we generated a number of summary statistics of these distributions.
Additionally, we include graph clustering or community detection [4, 9] metrics: these return a partition of the
network into subnetworks, which can also be summarised in various ways. A fourth kind of metric is goodness-of-fit
of some simple generative models: e.g., how well the network is explained by a preferential attachment process [1,10].
In sum, the combination of scalar metrics and summary statistics gives us about 400 features in our data matrix.



3 Selected Results

To demonstrate the utility of this approach for feature selection, we are looking at the problem of detecting phylo-
genetic signal in biological networks. Rather than just grouping data points into independent classes, we would like
to take into account the entire structure of evolutionary relationships between species, which may be represented
by means of a phylogenetic tree. Given such a tree, the objective is to find features of network structure that
co-vary with the phylogeny. We are currently working on this using ideas from the area of phylogenetic comparative
methods [2,6,7]. As a rough preliminary step, we obtained a set of 43 metabolic networks [5] and grouped them at
the leaves of a highly simplified phylogeny. Each network was represented by its feature vector, and features were
ranked based on information gain at each of the three branching points in our phylogeny. We found that features
based on closeness, a measure of node centrality, were amongst the most informative ones at all of the branching
points. This suggests that closeness may be a biologically relevant network property, and it should be of interest to
study this in greater detail.

As an example to show how unsupervised learning can be used for network characterisation, we took a set of
192 networks from a wide range of disciplines and carried out principal component analysis (PCA), utilising a set
of 433 metrics. The results are shown in Figure 1. We see that even in this 2-dimensional mapping, certain kinds of
networks seem to fall into very cohesive groupings, suggesting that our feature vectors are capturing functionally
important properties of those systems.

Fig. 1. Results of PCA on a set of 192 networks, using 433 features. The two largest principal components are shown.

4 Discussion

In some ways, the approach taken here is complementary to standard perspectives in network science. When a new
metric is introduced in the literature, it may be motivated by what aspects of a network it is expected to capture,
or by some distinguishing feature of its calculation. Similarly, new network models are assessed by how closely they
match particular metrics. Here, we simply apply all of the available metrics to a set of networks, and use the results
to explore the networks or metrics in an unprejudiced manner. This framework as a way of systematically comparing
metrics should be valuable for both exploratory network analysis, and for finding the best way to answer a particular
question in a data-driven manner. Our early results, based on relatively simple models and metrics, suggest that
our framework may serve as a powerful tool for a variety of feature selection and network characterisation tasks. It
continues to be work in progress, but we hope that in due course, public distribution of the software and database
built for this project will benefit the community and see new applications of the framework.
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