
Answer Key for Exam A

Section 1. Multiple choice questions

Instructions: Each question may have any number of correct choices. Clearly mark (tick)
all choices you believe to be correct (1 mark for each correct choice, −0.5 for each incorrect
choice).

1. Which of the following might be valid reasons for preferring an SVM over a neural network?

(a) An SVM can automatically learn to apply a non-linear transformation on the input space; a
neural net cannot.

(b) An SVM can effectively map the data to an infinite-dimensional space; a neural net cannot.

(c) An SVM should not get stuck in local minima, unlike a neural net.

(d) The transformed (basis function) representation constructed by an SVM is usually easier to
visualise/interpret than for a neural net.

2. You are given a labeled binary classification data set with N data points and D features. Suppose
that N < D. In training an SVM on this data set, which of the following kernels is likely to be most
appropriate?

(a) Linear kernel

(b) Quadratic kernel

(c) Higher-order polynomial kernel

(d) RBF kernel

3. You are training an RBF SVM with the following parameters: C (slack penalty) and γ = 1/2σ2 (where
σ2 is the variance of the RBF kernel). How should you tweak the parameters to reduce overfitting?

(a) Increase C and/or reduce γ

(b) Reduce C and/or increase γ

(c) Reduce C and/or reduce γ

(d) Reduce C only (γ has no predictable effect on overfitting)

(e) Increase C only (γ has no predictable effect on overfitting)

4. For an RBF SVM with a particular pair of randomly chosen values of the hyperparameters C and
γ = 1/2σ2 (where σ2 is the variance of the RBF kernel), which of the following tests can be taken to
indicate that the chosen values likely correspond to overfitting?

(a) When I increase C the training and validation accuracies both increase.

(b) When I decrease C the training accuracy reduces, but validation accuracy increases.

(c) When I decrease C the training and validation accuracies are both reduced.

(d) When I decrease γ the number of support vectors reduces.

(e) When I decrease γ the training accuracy reduces, but validation accuracy increases.

(f) When I increase γ the training accuracy increases, but validation accuracy reduces.
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5. Consider the following possible choices of error function in training a neural network for classification:
cross-entropy error (I), classification error (II), and sum-of-squares error (III). Which of the following
are true?

(a) (II) is problematic because it’s non-differentiable, but either of (I) or (III) should give the same
result.

(b) Any of the three could be easily used for backpropagation, but (I) is preferred because it
corresponds to maximising the likelihood of the data.

(c) (II) is problematic because it’s non-differentiable; (I) is preferred to (III) because the latter

corresponds to an inappropriate noise model.

(d) (II) is problematic because it’s non-differentiable; (III) is preferred to (I) because the former
corresponds to maximising the likelihood of the data.

(e) Any of the three could be easily used for backpropagation, but (III) is preferred because it
corresponds to maximising the likelihood of the data.

2






