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1 Origins

The post-genomic era has produced masses of data on subcellular biological systems: gene expression microarrays,

protein-protein interactions, and metabolic pathways. A key challenge is to leverage this data to gain functional

understanding of the underlying systems and mechanisms. Network biology [1, 2] seeks to do this by using the

mathematical abstraction of a graph to represent systems comprising many interacting components. One question

relevant to the study of these networks is whether we can identify typical structural ‘signatures’; such signatures can

guide the inference of networks from data. For instance, many methods exist for reconstructing Gene Regulatory

Networks (GRNs) from microarray data [3–9]. However, in general it has proved difficult to sufficiently constrain

such network-based models with the data available [10]. One way to address this is to consider that biological

networks may have typical structural features which can be used to guide model search. I would like to investigate

this possibility by examining the structure of such networks from multiple different perspectives, and attempting

to detect patterns of interest in an automated, data-driven fashion.

Another question is whether we can develop richer models, by integrating interactions at multiple levels. Our

picture of gene regulation has become increasingly complex, with a variety of novel data on the role of non-coding

RNA and RNA interference, protein-DNA interactions, 3-D chromosome structure etc. GRNs, protein-protein

interactions, metabolic pathways, protein-DNA interactions, and microRNA-target interactions all represent aspects

of a single system, with myriad regulation and information flows between them [11], but there have been only a

few restricted efforts to put the pieces together [12–14]. Here I propose to work towards developing a framework

which allows for modelling multiple aspects of the cellular machinery at different levels, attempting to make use of

a representation language based on first-order logic as described in Section 3.

2 Objectives

During this fellowship, I would like to develop theoretical approaches to address key questions in the study of

biological regulatory networks. Here I summarise my objectives; in the following section I outline the methods I

propose to use towards achieving these.

• Obtain ‘structural signatures’ of biological networks

• Develop approach to identify regulatory network models with constraints and background knowledge incor-

porated; first use model organism data and then attempt for human cells and other unexplored species

• Progressively extend models to include signalling, metabolic, and other sorts of relevant interaction data;

focus initially on yeast as the best-studied organism, then work on others as per data availability
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• Use models to predict cellular responses which can be tested in the lab; use these to refine models and also

to suggest desirable interventions like drug targets

3 Methodology

3.1 Data Sources

A key task will be to obtain multiple kinds of biological data relevant to understanding subcellular networks. This

will include microarray expression data [15], genetic and protein-protein interaction data [16] pathway data for

metabolism and other cellular processes [17], and data on microRNA sequences [18] and targets [19]. I would also

like to look at some relatively understudied data sets, such as ChIP-on-chip for protein-DNA interactions [20–22],

quantitative protein expression [23], and DNA accessibility in chromatin [24] and genome proximity networks [25,26].

I intend to use progressively data from 3 kinds of organisms. Firstly, model organisms (Saccharomyces cerevisiae

and Caenorhabditis elegans), for which a large quantity and variety of experimental data is available, will be used

to build, verify, and refine our initial mathematical models. Secondly, humans, where substantial data sets are

available for at least some cell types; these can serve as test beds on which to generate falsifiable predictions, such

as transcriptional response to novel perturbations. Thirdly, I would like to look at the extent to which our approach

can serve to advance understanding of a relatively unstudied organism; one possibility in this regard is the parasitic

protozoan Entamoeba histolytica. Experimental collaborators at the JNU plan to obtain data on proteins involved

in the calcium signalling network and the corresponding transcriptional response of this amoeba, which play a key

role in phagocytosis and other cellular processes [27]. There will be an ensuing experimental effort to map the

calcium signalling network of E. histolytica, along with corresponding transcriptomic profiles in the presence and

absence of calcium. This data can be used to model calcium response and signalling at both the transcriptome and

protein interaction levels.

3.2 High-throughput Network Analysis

During my PhD, I have developed software for computing a variety of network properties [28]. This allows us to

obtain a detailed network ‘signature’, in the form of a vector of real numbers, or a feature vector: [f1, f2, , ..., fN ].

Here f1 could be the average number of links each node has, f2 the average path length between node pairs, and

so on. We have shown how this can facilitate the identification of specific structural characteristics of a particular

kind of network, such as fungal or metabolic. I will seek to obtain signatures of regulatory and physical interaction

networks, which can then guide network reconstruction. The following sections outline the techniques I hope to use

for this purpose.

3.3 Bayesian Inference for Networks

Bayesian inference [29] is a powerful methodology for refining knowledge on the basis of observation. For instance,

suppose that we are seeking to evaluate the likelihood of a model (e.g., a GRN) given some data on the behaviour

of the system (e.g., expression data). Then, using Bayes’ rule, this can be expressed as

P (M |D) ∝ P (D|M)P (M). (1)
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Here P (M |D) is the posterior probability of model M , given that we have observed data D. Bayes’ rule says that

it is given by the product of P (D|M), the likelihood of observing the data D if we assume M to be the underlying

model, and L(M), the prior probability of M being the appropriate model, before any data has been considered.

The ability to make explicit one’s beliefs about the system being modelled, via the prior, is a major attractive

feature of Bayesian inference.

For modelling subcellular networks, I propose to use this approach to incorporate prior knowledge about what

structures are likely, based on pre-deciphered networks. In the context of network evolution, I have developed

an approximate Bayesian computation (ABC) algorithm for this purpose during my PhD. ABC [30–32] relies on

the fact that whilst the likelihood P (D|M) may be hard to evaluate for complex models, given a probabilistic

model M it is usually easy to generate samples from the distribution specified by that model. By looking at what

proportion of these samples are ‘close’ to the data, one can estimate the likelihood the of the model generating

a given data set. I will attempt a similar approach for inferring regulatory network structure, using previously

mapped networks as priors. However, we are interested in not just static patterns of connections but also dynamics

of concentration/expression levels; for these I will use richer formal representations, as described next.

3.4 Relational Learning

We have just outlined a statistical learning approach to match models to data. A complementary framework for

such machine learning tasks is provided by symbolic or relational methods, such as Inductive Logic Programming

(ILP) [33]. These allow one to specify a model in terms of explicit, interpretable rules and relations (as opposed

to probability distributions), expressed in a formal language such as first-order logic. For instance, if one wanted a

rule disallowing open triangles, then it might read:

link(A,C) ∧ link(B,C)→ link(A,B). (2)

Here A,B,C are variables denoting nodes; and link() is a predicate specifying whether or not a given pair of

nodes is linked. The symbol ∧ denotes logical conjunction (AND), whilst → denotes implication. Thus this rule

states that if two nodes have a shared interactor, they must be linked. Such approaches have also been hybridised

with probabilistic models, an area broadly known as Statistical Relational Learning [34]. An example is to have

rules with attached probabilities; to generate networks with 80% of triangles closed, one could assign a probability

of 0.8 to Rule (2).

Recent work has sought to use such declarative approaches to reverse engineer biological networks [35–39],

providing ways of directly incorporating human knowledge into the machine learning process. Advantages of ILP

include the generality and interpretability of the specification language, which allows for direct incorporation of

background knowledge and also uniformity of representation across multiple levels of a hierarchical system. Existing

work on using ILP to construct models of biological systems has however been on a small scale and has accounted

for noise or uncertainty to only a limited extent [35]. These models—such as qualitative differential equations [36]

or Petri nets [37]—have also involved some coarse-graining of dynamics.

In this fellowship I will attempt to combine structural insights from our high-throughput network analysis

with both relational learning (particularly ILP) and Bayesian approaches, to devise maximally effective ways of

integrating data and human expertise for regulatory network inference. The major directions for development will

be:
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• Formulating an appropriate representation language (some subset of first-order logic) that is sufficiently rich

to capture the interactions and dynamics at different levels, but also sufficiently restricts the search space

over possible models to make identification feasible. Petri nets may be a powerful class of models in this

respect [37,38].

• Incorporating structural constraints as background knowledge (i.e., representing them in the given language).

• Allowing for uncertainty via probabilistic rules.

• Scaling up to using large, varied real-world data sets, via conversion to the appropriate representation language.

4 Significance

A better understanding of regulatory networks is essential for unravelling the subcellular machinery and learning

how cells work. The approaches we propose to take here can help to provide a more holistic understanding of

cellular circuitry than is currently available, and can contribute towards the ongoing effort of extracting meaningful

information from the large quantities of experimental data being generated. Hypotheses generated using mathe-

matical models such as those we plan to develop can serve to focus experimental efforts in fruitful directions, and

contribute to the continual feedback between (and refinement of) theory and experiment, which is the hallmark of

the scientific method.

Improved understanding of these systems could also have significant biomedical implications. For instance, E.

histolytica is responsible for amoebiasis, a prevalent disease in developing countries which is estimated to cause

nearly 100,000 deaths a year (making it the second deadliest protozoan parasite after Plasmodium falciparum) [40].

The basic biology of this organism is little-studied, and data-driven approaches can be useful in obtaining quick

initial models of the underlying regulatory mechanisms, which can then generate hypotheses (e.g., regarding how

the parasite causes disease and its response to drugs) that guide (and are in turn refined by) further wet lab

experiments.

In summary, I believe the research proposed here will provide an opportunity to develop a more integrated

understanding of how biological circuitry is organised and controlled, thus also helping us to devise more informed

interventions, whether to remedy malfunctioning cells or to disable pathogenic ones.

5 Future Prospects

The lines of enquiry I suggest are part of the broader biological project of understanding life at its many different

scales of organisation. One can think of organisms as comprising complex interacting systems at several levels:

organ systems, organs, tissues, cells, etc. Each level builds on the one below, and cells can be seen as the most

fundamental biological building blocks, the lowest level at which we see a degree of autonomous ‘life’. Ultimately,

this kind of effort can move us toward modelling (at a relevant level of abstraction) an entire cell, or even one of the

higher-level systems, by one single formal structure, such as a network or a hypergraph [41] (providing a bird’s-eye

view of the relationships between different elements), with a formal mathematical model used to capture dynamics.

Thus I expect there will be a lot of scope for extending the work proposed here to study additional organisms, data

sets and levels of biological organisation; and this will continue to throw up novel methodological and computational

challenges that will provide plenty of scientific food for thought.
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