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Network Operator Revenue Maximization in Dual
Powered Green Cellular Networks

Ashutosh Balakrishnan, Swades De, and Li-Chun Wang

Abstract—Traffic-energy imbalance poses a major challenge on
enabling of green-communication through dual-powered green
networks, which are becoming increasingly attractive due to their
cost efficiency and low carbon footprint. Dual-powered networks
are prone to traffic-energy imbalance mainly due to spatio-
temporal traffic variation and random solar energy harvest.
Thus, it becomes imperative to study the effects of this traffic-
energy imbalance in green networks and to formulate network
operation strategies. We present an analytical framework for
computing the operator’s revenue while fulfilling the users’
service guarantee. The revenue maximization problem is solved
algorithmically through proposed network operation and green
energy allocation strategies. The network is subjected to het-
erogeneous skewed traffic of varying degrees and operated using
two distinct strategies, the conventional without coverage adjust-
ment (WCA) and the proposed cooperative coverage adjustment
(CCA) model. In the conventional WCA model the cells do not
dynamically adjust their coverage areas, whereas the proposed
CCA model involves the radio network controller (RNC) for
adjusting the cell coverage areas based on traffic load and energy
availability. Our analysis and simulation results demonstrate that
the proposed CCA model is highly effective in addressing traffic-
energy imbalance at the cellular level and significantly improves
the revenue as compared to the conventional WCA model. Our
results demonstrate that with the proposed CCA model, the
revenue gain increases with an increase in traffic skewness. For
example, it provides a gain up to 61% under high (80%) traffic
skewness while serving about 25% of more users.

Index Terms—Dual powered cellular network, green communi-
cation, resource allocation, revenue maximization, traffic energy
balancing

I. INTRODUCTION

THE advent of the Internet of Things (IoT) has not only
paved way for a massive increase in devices in a com-

munication network, but also resulted in stringent quality of
service (QoS) demands from them [2]. The cellular networks
are equipped with base stations (BSs) to cater to the demands
of user equipment connected to them. These BSs require a
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considerable amount of fuel to run without energy outages
and to further guarantee the QoS requirements of the users
associated with them. The study in [3] estimated that a typical
stand-alone BS, i.e., the one not connected to the power-grid,
consumes about 1500 liters of diesel per month. It is also
estimated that the information and communication technology
sector causes about 2% of worldwide carbon emissions, of
which about 60% come from the BSs [4].

Thus, the ever-standing problem of traffic load management
[5] along with minimizing BS power consumption envision-
ing green communication, faces a major challenge in the
upcoming years of the IoT-enabled 5G communications [6].
Using renewable energy sources like solar energy [7] is being
considered as a possible solution to minimize the carbon
footprint generated by BSs. While purely solar-enabled BSs
are effective in reducing the carbon footprint, they are not
economically viable to the operators [8] and are prone to en-
ergy outages. Hence, solar-enabled and power-grid connected
‘dual-powered’ cellular networks have become attractive. De-
signing a dual-powered network is challenging due to the
stochastic nature of solar harvest and spatio-temporal variation
of user traffic. This may lead to a traffic-energy imbalance,
where some BSs may have more traffic than they can handle,
and some BSs may not have sufficient number of users to serve
their capacity. A formal definition of traffic-energy imbalance
is provided below.

Definition 1. Traffic-energy imbalance is defined as a sce-
nario in dual-powered cellular networks, wherein due to
spatio-temporal variation of user density and stochastic nature
of harvested energy, a BS is either unable to serve all the users
in its coverage range with its energy reserve or it has surplus
energy compared to that required to serve the current traffic.

A dual-powered network operation involves various cost
metrics accounting for the various costs incurred by an oper-
ator and sources of revenue generation. These metrics include
the cost of installing the network, called capital expenditure
(CAPEX) [8], cost incurred to avert energy outages, called
operational expenditure (OPEX) [9], revenue earned by selling
excess energy back to the grid, and the revenue earned by
serving users in the network.

Thus, one of the main motivations of this study is to observe
the effect of traffic-energy imbalances on the revenue of a
cellular network operator. We devise novel network opera-
tion strategies to maximize revenue while guaranteeing user
service requirements. Another motivation behind this study
is to observe this traffic-energy imbalance in the presence of
heterogeneous traffic. This is investigated by devising a novel
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queuing model based cross-layer analysis for differentiating
the traffic as either delay-constrained or delay-tolerant at the
BS depending on certain 3GPP defined QoS parameters. In
the upcoming sub-section we will discuss the related works
following the contributions and paper layout.

A. State-of-the-art

So far, the research conducted to cater to the vision of
green communication have relied on energy saving strategies
like optimum resource allocation [5], [10], [11], intelligent
BS switching techniques [12], [13], and cell-zooming tech-
niques [14]. The strategies such as dynamic BS ON/OFF or
cell breathing techniques are also called traffic management
techniques. The authors in [15] presented a comprehensive
survey on the modeling and analysis of energy harvesting in
grid-powered wireless networks. Optimal resource allocation
strategies [5], [10] studied general cellular networks, providing
a tractable framework for flexible user association, maximiz-
ing the cell capacity, and spectral efficiency. The analysis in
[11] presents a comprehensive study on designing cross-layer
communication systems with energy constraints. Intelligently
switching the BSs depending on the traffic load [12], [13] and
cell zooming techniques [14] were also useful in reducing the
network power consumption. The study in [16] presented an
efficient MDP based user association strategy in super-WiFi
networks, representing a BS state jointly based on the number
of users associated and the battery level.

Dual-powered networks also face challenge in dealing with
stochastic environments [17]. The randomness in traffic, har-
vested energy, and channel conditions need to be considered
to make the problem more practical. The works presented in
[8], [18], and [19] considered the randomness of traffic and
harvested energy but did not consider randomness in channel
variations. The framework presented in [19] dealt with de-
signing purely solar powered off-grid systems. Even though it
considered random traffic, the traffic nature was homogeneous.
The user traffic generated for the users associated with the
BS can be heterogeneous in nature. The study in [20] dealt
with minimizing the grid consumption of mixed traffic green
networks, where user satisfaction for each traffic class was
represented using utility functions [21].

Traffic-energy imbalance has been presented in recent stud-
ies [22], [23], [24], and [25]. The analysis in [22] studies cel-
lular networks subjected to spatial distributions of traffic load
and power consumption, without dealing with green energy
or dual-power supplies. The framework in [23] presents an
energy-efficient traffic offloading approach in heterogeneous
networks. The framework in [24] analyzes spatial modeling of
traffic in cellular networks, while the study in [25] presents
a framework for a traffic-aware BS sleeping control strategy
to reduce power consumption. While the traffic generated in
[24] and [25] are stochastic, they do not consider spatio-
temporal traffic variations across the network. In our recent
preliminary study [1], we have analyzed traffic skewness
aware green networks with a given solar dimensioning and
addressed the traffic-energy imbalance due to spatio-temporal
traffic variations at the cellular level.

In [1], we have solved the skewed traffic dependent energy

imbalance at the BSs through a novel energy balancing scheme
wherein the cell coverage areas were adjusted by the radio
network controller (RNC) as a function of user density and
BSs energy availability. In this work, we continue to develop
this idea by incorporating a cross-layer analysis combining
the network, medium access control (MAC), and physical
layer aspects, and subject the users associated with BS to
heterogeneous skewed traffic. We provide a tractable form
for the minimum rate required by a user service irrespective
of whether the arriving traffic is delay-constrained or delay-
tolerant, a lower bound for the minimum power that can be
allotted on a subcarrier, and showcase some network operating
strategies along with the associated operator revenues.

B. Contributions

Key features and contributions of this work are as follows:
1) We present an analytical framework to capture the

effects of traffic-energy imbalance on the revenue of
network operator and propose a cooperative cellular
coverage adjustment based traffic-energy imbalance mit-
igation strategy in a dual-powered cellular network with
a given solar dimensioning.

2) The revenue earned by a network operator is mathemat-
ically modeled and is observed to be an NP-hard prob-
lem. The optimization problem is algorithmically solved
for network operation and green energy allocation. The
network subjected to traffic of varying skewness levels
is operated with two distinct strategies: the conventional
without coverage adjustment (WCA) model and the pro-
posed cooperative coverage adjustment (CCA) model.
These strategies are compared in terms of average users
served and the revenue gain. Also a tradeoff between
complexity of the proposed CCA model and the operator
revenue as a function of coverage adjustment frequency
is investigated.

3) The traffic subjected to the network is considered to
be heterogeneous. A tractable lower bound of the rate
required for a user is derived as a function of QoS
parameters defined by 3GPP [26] and the expected rate
of arrival of packets, irrespective of the traffic class.

4) After computing the user QoS, the optimal resource
allocation comprising of subcarrier and power assign-
ment is performed. A lower bound for the minimum
power required per subcarrier assigned to a user is
derived depending on the rate required by the user, as
per the queue and channel information. Further, the BS
downlink transmit power is calculated.

5) The simulation results demonstrate an increasingly
higher impact of the proposed coverage adjustment
based model in terms of number of users served and
revenue gain, with the increase of traffic-energy imbal-
ance. For example, the proposed coverage adjustment
model serves 0.05% more users with a net revenue gain
of 0.006% at 17% traffic imbalance, whereas it serves
about 25% more users with a net revenue gain of about
61% at 80% traffic imbalance. This demonstrates the
significance of addressing traffic-energy imbalance in a
dual-powered cellular network
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Figure 1: Diagrammatic representation of (a) Dual powered multi base station network, (b) Net traffic intensity, (c) Traffic skewness levels considered at the
BSs in a time window (d) Energy dynamics in a solar-enabled BS.

C. Organization

The organization of this paper is as follows. Section II
introduces the system model and the problem objective briefly.
In Section III, we compute the user QoS requirements in pres-
ence of heterogeneous traffic, perform the resource allocation
and calculate the average achievable user rate. Section IV
presents the NP-hard operator revenue maximization formu-
lation along with the algorithms developed to solve the NP-
hard problem. In Section V, presents the system performance
results. Section VI concludes the paper.

II. SYSTEM MODEL AND OBJECTIVE

We consider the downlink of a dual powered, multi-BS
wireless communication network subjected to skewed traffic.
A solar-enabled and power-grid connected BS network is
illustrated in Fig. 1(a). We consider a set of 𝐵 BSs, represented
as B = {1, 2, · · · , 𝐵}, and a set U comprising of U active
users following a Poisson point process (PPP) having average
user density _𝑢 in a fixed area 𝐴. It is assumed that the users
cannot move out of the area under observation but can displace
within. We also assume that each user is being served by only
one BS, although the user may fall in the coverage area of
more than one BS at a time instant.

The user locations are used to compute the optimum BS
locations and coverage areas using 𝐾-means clustering algo-
rithm. At the initial design and deployment stage, the users
are assumed to associate with the BSs following maximum
received power level criterion, with the downlink transmit
power of the BSs being assumed equal and denoted as
P = {𝑃𝑏} ∀ 𝑏 ∈ 𝐵, such that 0 ≤ 𝑃𝑏 ≤ 𝑃𝑚𝑎𝑥 with 𝑃𝑚𝑎𝑥

being the peak downlink transmit power constraint. Thus the
total number of users associated with each BS 𝑏 is given
by U = {𝑁1, · · · , 𝑁𝐵} ∀ 𝑏 ∈ 𝐵, such that U =

∑𝐵
𝑏=1 𝑁𝑏.

The coverage radius of the base stations at this initial stage
is represented by R = {𝑅1, 𝑅2, · · · , 𝑅𝐵}. Further, the total
system bandwidth available is denoted as 𝐵𝑊 with the BSs
assumed to operate in full frequency reuse mode. The set S of
subcarriers is given as S = {1, 2, · · · , 𝑆𝑚}, with the resulting
frequency spacing between the subcarriers being Δ 𝑓 = 𝐵𝑊/
𝑆𝑚. The traffic profile is discussed in the following sub-
section.

A. Traffic profile

We consider that the BSs are subjected to skewed traffic.
The net traffic profile 𝜌(𝑡ℎ) over the entire area 𝐴 is shown in

Fig. 1(b), which has been generated as per the data collected
in [27]. The packets are assumed to follow Poisson process
of hourly varying average intensity given in Fig. 1(b). We
consider that the traffic subjected to a BS 𝑏, 𝜌𝑏 (𝑡ℎ) = 𝑁𝑏 (𝑡ℎ)/∑𝐵

𝑏=1 𝑁𝑏 (𝑡ℎ), is highly skewed at any hour 𝑡ℎ of the day. From
the purpose of analyzing the possible traffic-energy imbalance
in the network, we divide the full day into six windows of
four hours each. A formal definition of traffic skewness level
as used throughout this paper is given below.

Definition 2. Traffic skewness is defined as the maximum
fraction of network traffic intensity subjected to a BS.

A BS is subjected to skewed traffic within a time window,
such that some other BS experiences skewed traffic as the day
progress, as portrayed through Figs. 2(a) - 2(f). For example,
Fig. 2(f) represents 80% traffic skewness such that, at any
hour, a BS coverage area has 80% of the net traffic in Fig.
1(b). The remaining BSs are subjected to the fraction of
traffic intensities shown in the last row of Fig. 1(c). For
result generation purposes, we have considered area 𝐴 to
be covered by six BS. The various traffic skewness levels
considered in one window at the BSs are shown in Fig. 1(c).
Our analysis includes all possible permutations having these
traffic skewness levels.

The user traffic arrivals are assumed to belong to two
specific traffic classes, delay-constrained (DC) 𝜌𝐷𝐶 (𝑡ℎ) and
delay-tolerant (DT) 𝜌𝐷𝑇 (𝑡ℎ), such that 𝜌𝑏 (𝑡ℎ) = 𝜌𝐷𝐶 (𝑡ℎ) +
𝜌𝐷𝑇 (𝑡ℎ). We assume that at any BS 𝑏 at hour 𝑡ℎ, the average
arrival rate of the delay-constrained and delay-tolerant traffic
is [% and (100 − [)% respectively, of the net average traffic
subjected on the BS 𝑏. We briefly describe objective of this
work before delving into greater details in coming sub-section.

B. Objective

We aim to design revenue aware network operation strate-
gies such that the traffic-energy imbalance generated due to
spatio-temporal variations can be addressed in the network.
Before detailing the cost metrics involved in a network opera-
tion, we briefly discuss the energy dynamics of a green BS as
illustrated in Fig. 1(d). It shows the various energies involved
in a solar-enabled green BS. Each BS is equipped with a
battery storage having 𝑁𝐵𝑎𝑡𝑡 number of batteries, having a
capacity 𝛽𝑐𝑎𝑝 each and 𝑁𝑆 solar panels. The maximum energy
storage capacity with each BS will thus be 𝛽𝑚𝑎𝑥 = 𝑁𝐵𝑎𝑡𝑡 𝛽

𝑐𝑎𝑝 ,
with the critical level below which energy can not be extracted
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(a) 17% traffic skewness (average) (b) 30% traffic skewness (moderate) (c) 50% traffic skewness

(d) 60% traffic skewness (e) 70% traffic skewness (f) 80% traffic skewness (extreme)
Figure 2: (a)-(f) Various traffic skewness levels subjected on the BSs.

represented as 𝛽𝑐𝑟 = 𝛿𝑁𝐵𝑎𝑡𝑡 𝛽
𝑐𝑎𝑝 . Here 𝛿 is the depth of

discharge decided by the operator to avoid battery degradation.
Energy can be either extracted from the battery as required by
the BS load or simultaneously stored in it as harvested by the
PV panels.

We have obtained the hourly energy harvested by a 1KW
rated PV panel as shown in Fig. 1(d), using the annual
solar radiation data provided by National Renewable Energy
Laboratory, which is fed into System Advisor Model [28].
Let the hourly net energy harvested for a BS enabled with
𝑁𝑆 unit rated panels be 𝐻𝑏 (𝑡ℎ). We denote the hourly net
energy consumption by a BS 𝑏 as 𝐸𝑏 (𝑡ℎ) = (𝑃0 + 𝑃𝑏 (𝑡ℎ)),
with 𝑃0 denoting the static power consumption in addition to
the dynamic consumption 𝑃𝑏 (𝑡ℎ) due to hourly varying traffic.
With the discussed energy dynamics in a dual-powered BS,
the hourly battery level 𝛽𝑏 (𝑡ℎ) is computed as follows:

Let 𝛽′𝑏 (𝑡ℎ) = 𝛽𝑏 (𝑡ℎ − 1) + 𝐻𝑏 (𝑡ℎ) − 𝐸𝑏 (𝑡ℎ).
Then, 𝛽𝑏 (𝑡ℎ) = min

{
max

{
𝛽′𝑏 (𝑡ℎ), 𝛽

𝑐𝑟
}
, 𝛽𝑚𝑎𝑥

}
.

(1)

It is notable that in an energy-deficient BS 𝑏, i.e., if
𝛽′
𝑏
(𝑡ℎ) ≤ 𝛽𝑐𝑟 , the hourly deficient energy to be purchased

from the power grid is 𝐸𝑑
𝑏
(𝑡ℎ) B |𝛽′

𝑏
(𝑡ℎ) − 𝛽𝑐𝑟 |. Likewise,

in an energy-surplus BS 𝑏, i.e., if 𝛽′
𝑏
(𝑡ℎ) ≥ 𝛽𝑚𝑎𝑥 , the hourly

surplus energy of the BS to be sold back to the power grid is
𝐸𝑆
𝑏
(𝑡ℎ) B (𝛽′

𝑏
(𝑡ℎ) − 𝛽𝑚𝑎𝑥).

We now classify the costs related to a network opera-
tion strategy into four metrics, with the first metric called
CAPEX, referring to the investments to be borne by the
operator related to dimensioning the BSs. The second metric
called OPEX, refers to the cost incurred by the operator
when a BS 𝑏 becomes energy-deficient and is calculated
as OPEX =

∑𝐵
𝑏=1

∑24
𝑡ℎ=1

(
𝑐𝑏𝑢𝑦𝐸

𝑑
𝑏
(𝑡ℎ)

)
. The energy-surplus

scenario involves a third cost metric, called revenue by

selling surplus energy 𝑅𝑠𝑒𝑙𝑙 which is calculated as 𝑅𝑠𝑒𝑙𝑙 =∑𝐵
𝑏=1

∑24
𝑡ℎ=1

(
𝑐𝑠𝑒𝑙𝑙𝐸

𝑆
𝑏
(𝑡ℎ)

)
. Here 𝑐𝑠𝑒𝑙𝑙 and 𝑐𝑏𝑢𝑦 are the respec-

tive costs to sell and buy unit energy, to and from the power-
grid. The operator earns revenue by fulfilling the QoS require-
ments of the users U =

∑𝐵
𝑏=1 𝑁𝑏 in the network. This fourth

revenue metric is termed as revenue by serving 𝑅𝑠𝑒𝑟𝑣 , which
can be computed as 𝑅𝑠𝑒𝑟𝑣 =

∑𝐵
𝑏=1

∑24
𝑡ℎ=1 (𝑐𝑠𝑒𝑟𝑣𝑁𝑏 (𝑡ℎ)), with

𝑐𝑠𝑒𝑟𝑣 being the daily revenue earned by serving a user. Here,
𝑁𝑏 (𝑡ℎ) refers to hourly number of users whose QoS is being
met by BS 𝑏. These cost metrics will be presented in detail
in Section IV. Thus, a general unconstrained optimization
problem can be written as

max Revenue = max (𝑅𝑠𝑒𝑟𝑣 + 𝑅𝑠𝑒𝑙𝑙 − OPEX − CAPEX) . (2)

In this paper, we look to compute the hourly optimum
values of 𝑁𝑏 (𝑡ℎ) ∀ 𝑏 ∈ 𝐵, hourly deficient energy required
𝐸𝑑
𝑏
(𝑡ℎ) ∀ 𝑏 ∈ 𝐵, and the hourly surplus energy 𝐸𝑆

𝑏
(𝑡ℎ) ∀ 𝑏 ∈ 𝐵

possessed with the BSs in the network using the network
operation and green energy allocation strategies detailed in
Section IV. This in turn aids in computation of the net revenue
earned by the operator and solve the revenue maximization
problem formulation presented in Section IV. Through this
paper, we propose and analyze a cooperative coverage ad-
justment approach to mitigate the effects of traffic-energy
imbalance to enhance the operator revenue. We also study the
effects of coverage overhead variation on the operator revenue.

The following section describes the computation of user
QoS requirements, the packet scheduling strategy deployed

Table I: 3GPP defined QoS requirements
Resource type 𝜏 Ppler Example services
Delay constrained 100ms 10−2 voice or live streaming
Delay tolerant 300ms 10−6 TCP/FTP based services
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Figure 3: Packet scheduler representation.

at the BS to serve the arriving packets, and the resource
allocation.

III. RESOURCE ALLOCATION AND ACHIEVABLE RATE
CALCULATION

A block diagram of the packet scheduler (PS) implemented
at each BS 𝑏 is shown in Fig. 3. The PS at BS 𝑏 receives along
with the packets generated by the active users associated with
that BS, the channel state information (CSI) of each user at the
various sub-carriers as input. We assume perfect CSI feedback
from the users and that the channel state remains static over
a time slot. Since the users can generate traffic belonging to
either of the traffic classes with average arrival rates _𝐷𝐶

or _𝐷𝑇 respectively, for delay-constrained and delay-tolerant
traffic. It is considered that each user 𝑢 ∈ 𝑁𝑏 associated with
BS 𝑏, has its separate and independent set of queues for each
traffic class [29]. This assumption has been considered for
the adherence to QoS of users belonging to different service
classes. The following sub-section presents a queuing analysis
for computing the user QoS requirements.

A. Proposed QoS aware queuing model

Let each packet generated by a user 𝑢 ∈ 𝑁𝑏 have a QoS
requirement given by {𝑃𝑝𝑙𝑒𝑟 , 𝜏}, representing the packet loss
error rate (PLER) and target packet delay, respectively. These
QoS metrics vary according to the traffic class of packet as per
the 3GPP LTE specifications as listed in Table I. It is notable
from Table I that delay-constrained traffic packets have a very
stringent delay budget but can afford a higher packet loss rate.
On the other hand, packets that are delay-tolerant have a very
tight PLER budget. We begin the classical queuing analysis
by deriving the rate required by each user as a function of
the QoS parameters and the average rate of packet arrival.
We consider the buffer queue length of each user 𝑢 ∈ 𝑁𝑏 as
𝐵𝑄 for both traffic classes. Let 𝐿𝑢 (𝑡) denote queue length of
buffer for user 𝑢 at time slot 𝑡. Then the queue length of user
𝑢 at the next time slot (𝑡 + 1) is found as

𝐿+𝑢 (𝑡+1) = max{
(
𝐿𝑢 (𝑡) − 𝑟𝑢𝑏 (𝑡ℎ)𝑇 𝑓 /𝑁𝑏𝑖𝑡𝑠 + 𝑎𝑢 (𝑡)

)
, 0}. (3)

Considering the buffer limit 𝐵𝑄, the updated queue length in
time slot (𝑡 + 1) would be

𝐿𝑢 (𝑡 + 1) = min{𝐵𝑄, 𝐿
+
𝑢 (𝑡 + 1)} (4)

where 𝑟𝑢𝑏 (𝑡ℎ) denotes the average rate achievable for user 𝑢
when associated with BS 𝑏 at hour 𝑡ℎ, 𝑇 𝑓 denotes the number

of frames which are served simultaneously, and 𝑁𝑏𝑖𝑡𝑠 repre-
sent the number of bits per packet. Packet size is considered
fixed for both traffic classes. It can be observed that the term
𝑟𝑢𝑏 (𝑡ℎ)𝑇 𝑓 /𝑁𝑏𝑖𝑡𝑠 in (3) denotes the number of queued packets
of user 𝑢 which are served at time slot 𝑡. Further 𝑎𝑢 (𝑡) denotes
the number of packets generated by user 𝑢, and its value
depends on the traffic class of the packet, given by

E{𝑎𝑢 (𝑡ℎ)} =
{
_𝐷𝐶 , if arriving packets are delay-constrained
_𝐷𝑇 , if arriving packets are delay-tolerant.

(5)
The number of packets for user 𝑢 getting dropped at the

end of time slot 𝑡 is given by

𝐷𝑢 (𝑡 + 1) = max{0, 𝐿𝑢 (𝑡 + 1) − 𝐵𝑄} + a(𝑡) (6)

where, the first term represents packet drop due to buffer
overflow and a(𝑡) represents the number of packets getting
dropped due to packet delay violation at the end of slot 𝑡.

We compute the average delay incurred by a user 𝑢 at the
end of time-slot 𝑡 based on Little’s theorem [30], which is
expressed as

𝜏𝑢 (𝑡 + 1) = 𝐿𝑢 (𝑡 + 1)
E{𝑎𝑢 (𝑡ℎ)}

≤ 𝜏. (7)

where 𝐿𝑢 (𝑡 + 1) denotes the average queue length at the
beginning of (𝑡 + 1)𝑡ℎ slot. It is given as equation (8) below
with 𝑡𝑤 being the window in which averaging is performed.

𝐿𝑢 (𝑡 + 1) =
(
1 − 1

𝑡𝑤

)
𝐿𝑢 (𝑡) +

𝐿𝑢 (𝑡 + 1)
𝑡𝑤

=

(
1 − 1

𝑡𝑤

)
𝐿𝑢 (𝑡) +

©«
𝐿𝑢 (𝑡) −

𝑟𝑢𝑏 (𝑡ℎ)𝑇𝑓

𝑁𝑏𝑖𝑡𝑠
+ 𝑎𝑢 (𝑡)

𝑡𝑤

ª®®¬ .
(8)

It is notable that, we use Little’s theorem for mathematically
capturing the packet delay, as it is applicable only for average
statistics, such as average arrival rate and average queue
length. Hence, we compute the average delay experienced by a
user in a time slot (over a small window 𝑡𝑤) and further decide
on the delay violation of packets. Since we aim to develop
an analytical framework for heterogeneous traffic that can
distinguish the services as delay-tolerant or delay-constrained,
an upper bound on this delay computed is required. In absence
of any standard specification on average delay limit, as a
loose constraint, we compare the average delay incurred with
the standard 3GPP defined delay budget. System performance
with this approximation is evaluated in Section V-B. Using
(7) and (8), the delay budget constraint to be guaranteed by
the PS can be expressed as

𝜏 ≥

(
1 − 1

𝑡𝑤

)
𝐿𝑢 (𝑡) +

(
𝐿𝑢 (𝑡)−

𝑟𝑢𝑏 (𝑡ℎ )𝑇𝑓

𝑁𝑏𝑖𝑡𝑠
+𝑎𝑢 (𝑡)

𝑡𝑤

)
E{𝑎𝑢 (𝑡ℎ)}

which reduces to,

𝑟𝑢𝑏 (𝑡ℎ) ≥ 𝑁𝑏𝑖𝑡𝑠

𝑇𝑓

(
(𝑡𝑤 − 1) 𝐿𝑢 (𝑡) + 𝐿𝑢 (𝑡) + 𝑎𝑢 (𝑡) − E{𝑎𝑢 (𝑡ℎ)}𝜏𝑡𝑤

)
.

(9)
Therefore, we infer that the achievable rate of user 𝑢 is a
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function of the QoS parameter, i.e., the delay budget. Further,
to satisfy the packet loss rate constraint for a user, the PS
needs to ensure the following condition:

𝑃
𝑝𝑙𝑒𝑟
𝑢 (𝑡 + 1) = 𝐷𝑢 (𝑡 + 1)

E{𝑎𝑢 (𝑡ℎ)}
≤ 𝑃𝑝𝑙𝑒𝑟 (10)

where 𝐷𝑢 (𝑡 + 1) denotes the average number of packets
dropped at the end of time slot 𝑡. This can be further expressed
as

𝑃𝑝𝑙𝑒𝑟 ≥
max{𝐿𝑢 (𝑡 + 1) − 𝐵𝑄, 0} + a(𝑡)

E{𝑎𝑢 (𝑡ℎ)}
. (11)

Solving for the case of nonzero packet drop due to buffer
overflow, it follows that

𝑃𝑝𝑙𝑒𝑟 ≥
𝐿𝑢 (𝑡 + 1) − 𝐵𝑄 + a(𝑡)

E{𝑎𝑢 (𝑡ℎ)}

or, 𝑃𝑝𝑙𝑒𝑟E{𝑎𝑢 (𝑡ℎ)} ≥
(
1 − 1

𝑡𝑤

)
𝐿𝑢 (𝑡) +

𝐿𝑢 (𝑡 + 1)
𝑡𝑤

− 𝐵𝑄 + a(𝑡)

which reduces to,

𝑟𝑢𝑏 (𝑡ℎ)𝑇 𝑓

𝑁𝑏𝑖𝑡𝑠

≥ (𝑡𝑤 − 1)𝐿𝑢 (𝑡) + 𝐿𝑢 (𝑡) + 𝑎𝑢 (𝑡)

− 𝐵𝑄 + a(𝑡) − 𝑃𝑝𝑙𝑒𝑟E{𝑎𝑢 (𝑡ℎ)}𝑡𝑤 .
Finally we obtain

𝑟𝑢𝑏 (𝑡ℎ) ≥
𝑁𝑏𝑖𝑡𝑠

𝑇 𝑓

( (𝑡𝑤 − 1) 𝐿𝑢 (𝑡) + 𝐿𝑢 (𝑡) + 𝑎𝑢 (𝑡)

− 𝐵𝑄 + a(𝑡) − 𝑃𝑝𝑙𝑒𝑟E{𝑎𝑢 (𝑡ℎ)}𝑡𝑤).
(12)

Therefore, we again observe that the rate achievable
by user 𝑢 is a function of the second QoS parameter,
i.e., the packet loss rate. We denote certain right hand
side terms of (9) as ^ =

(
(𝑡𝑤 − 1) 𝐿𝑢 (𝑡) + 𝐿𝑢 (𝑡) + 𝑎𝑢 (𝑡)

)
and certain right hand side terms of (12) as ^′ =(
(𝑡𝑤 − 1) 𝐿𝑢 (𝑡) + 𝐿𝑢 (𝑡) + 𝑎𝑢 (𝑡) − 𝐵𝑄 + a(𝑡)

)
. Finally com-

bining (9) and (12), we have

𝑟𝑢𝑏 (𝑡ℎ) ≥
𝑁𝑏𝑖𝑡𝑠

𝑇 𝑓

max
{
(^ − 𝜏E{𝑎𝑢 (𝑡ℎ)}𝑡𝑤) ,

(
^′ − 𝑃𝑝𝑙𝑒𝑟E{𝑎𝑢 (𝑡ℎ)}𝑡𝑤

)}
= 𝑓

(
𝜏, 𝑃𝑝𝑙𝑒𝑟

)
.

(13)
The expression (13) represents a general, tractable lower

bound for the rate required by user 𝑢 associated with BS 𝑏 as
a function of the QoS parameters.

The following sub-section deals with the subcarrier assign-
ment and calculation of 𝑟𝑢𝑏 (𝑡ℎ) in accordance with physical
layer parameters.

B. Subcarrier assignment and achievable average rate calcu-
lation

After computing the user QoS requirement, depending on
the number of packet arrival for each user and the CSI feed-
back, the PS assigns a subcarrier set to each user. Orthogonal
frequency division multiplexing (OFDM) based physical layer
resource allocation [31] is performed to allot time-frequency
resource blocks to the users in accordance with their QoS
requirements. It is assumed that subcarrier 𝑠 is not shared
with any other users in a given time slot and that each user

Algorithm 1: Subcarrier assignment
Result: 𝜋𝑢𝑠𝑏 (𝑡)

1 Input:
𝑢 ∈ 𝑁𝑏 , S = {1, 2, · · · , 𝑆𝑚 }, 𝐵𝑊, 𝑑𝑢𝑏 , ℎ𝑢𝑠𝑏 , 𝜎

2, 𝑃𝑚𝑎𝑥 , 𝐿𝑢 (𝑡)
2 Initialize: 𝑃𝑢𝑠𝑏 = 𝑃𝑚𝑎𝑥/𝑆𝑚
3 𝑟𝑢𝑠𝑏 (𝑡) = Δ 𝑓 log2 (1 + SINR𝑢𝑠𝑏 (𝑡)) .
4 if 𝐿𝑢 (𝑡) > 0 then
5 𝑠 ⇐= 𝑢, if 𝑟𝑢𝑠𝑏 > 𝑟𝑢′𝑠𝑏 ∀ 𝑢′ ∈ 𝑁𝑏 , and 𝑢′ ≠ 𝑢

6 if 𝑠 ⇐= 𝑢 then
7 𝜋𝑢𝑠𝑏 = 1
8 end
9 else

10 𝜋𝑢𝑠𝑏 = 0
11 end
12 end
13 else
14 User is removed from service for that time slot
15 end

gets a distinct subcarrier set at each time slot depending on
the subcarrier assignment strategy. Since a resource block is
a time-frequency component, we assume a resource block to
consist of one transmission time interval (TTI) time unit and
one subcarrier frequency component.

Let the user 𝑢 ∈ 𝑁𝑏 be associated with BS 𝑏, located at a
distance 𝑑𝑢𝑏 from it. Let the Rayleigh distributed CSI of the
user 𝑢 associated with BS 𝑏 at subcarrier 𝑠 be ℎ𝑢𝑠𝑏, having an
exponentially distributed channel gain |ℎ𝑢𝑠𝑏 |2 = 𝑔𝑢𝑠𝑏 with unit
mean. Therefore, with full frequency reuse of bandwidth at
each BS 𝑏, the signal to interference and noise ratio (SINR) for
a user 𝑢 associated with BS 𝑏 over subcarrier 𝑠 at a distance
𝑑𝑢𝑏 from the BS can be expressed as

SINR𝑢𝑠𝑏 (𝑡) =
𝑃𝑢𝑠𝑏 (𝑡)𝑔𝑢𝑠𝑏

𝑑2
𝑢𝑏
𝜎2 + ∑

𝑏′∈𝐵 𝑃𝑢′𝑠𝑏′ (𝑡)𝑔𝑢′𝑠𝑏′𝑑−2
𝑢′𝑏′

(14)

where 𝑃𝑢𝑠𝑏 (𝑡) is the power allocated by the BS 𝑏 to user
𝑢 over subcarrier 𝑠, 𝜎2 is the variance of additive white
Gaussian noise (AWGN) assumed same at all subcarriers,
and 𝑏′ ∈ B − {𝑏}. Depending on the SINR𝑢𝑠𝑏 (𝑡), the
rate that can be achieved by the user 𝑢 when associated
with BS 𝑏 on subcarrier 𝑠 at time slot 𝑡 is expressed as
𝑟𝑢𝑠𝑏 (𝑡) = Δ 𝑓 log2 (1 + SINR𝑢𝑠𝑏 (𝑡)) .

Algorithm 1 presents the steps used for subcarrier assign-
ment for a user 𝑢 associated with BS 𝑏 with downlink transmit
power level P = {𝑃𝑏} ∀ 𝑏 ∈ 𝐵, such that 0 ≤ 𝑃𝑏 ≤ 𝑃𝑚𝑎𝑥 .
In Step 3 we compute the data rate achievable by each user
on each subcarrier at each time slot. If the user achieving
maximum data-rate does not have an empty queue to serve
(Step 4), it is assigned to the user 𝑢 in Step 5. If user 𝑢 is
allotted subcarrier 𝑠, then we assign it an indicator variable
𝜋𝑢𝑠𝑏 (𝑡) as 1, else its assigned 0, i.e.,

𝜋𝑢𝑠𝑏 (𝑡) =
{

1, if user 𝑢 is alloted subcarrier𝑠in time slot 𝑡.
0, otherwise.

(15)

For computing the average rate achievable by a user over
its assigned subcarriers, the distribution of subcarrier rate
needs to be ascertained. Since the channel gains 𝑔𝑢𝑠𝑏 (𝑡) are
exponentially distributed with unit mean corresponding to the
respective Rayleigh distributed channels, the distribution of
rate achievable on a single subcarrier is a logarithmic trans-
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formation of the exponential random variable. The calculation
can be shown as follows: Let

𝑌 B 𝑟𝑢𝑠𝑏 (𝑡) = Δ 𝑓 log2

(
1 + 𝑃𝑢𝑠𝑏 (𝑡)𝑔𝑢𝑠𝑏 (𝑡)

𝑑2
𝑢𝑏

𝜎2+∑𝑏′∈𝐵 𝑃𝑢′𝑠𝑏′ (𝑡)𝑔𝑢′𝑠𝑏′𝑑−2
𝑢′𝑏′

)
.

(16)
Taking Υ = 𝑃𝑢𝑠𝑏 (𝑡)/

(
𝑑2
𝑢𝑏
𝜎2 + ∑

𝑏′∈𝐵 𝑃𝑢′𝑠𝑏′ (𝑡)𝑔𝑢′𝑠𝑏′𝑑−2
𝑢′𝑏′

)
,

then 𝑌 (Υ) = Δ 𝑓

ln 2 ln (1 + Υ𝑔𝑢𝑠𝑏) . Thus, the cumulative distri-
bution function (CDF) of 𝑌 is

𝐹𝑌 (𝑦) = P{𝑌 ≤ 𝑦} = P
{
Δ 𝑓

ln 2
ln (1 + Υ𝑔𝑢𝑠𝑏) ≤ 𝑦

}
= P

{
𝑔𝑢𝑠𝑏 ≤ 𝑒𝑌 ln 2/Δ 𝑓 − 1

Υ

}
.

(17)

Hence, the probability density function (PDF) of 𝑌 is
obtained as

𝑓𝑌 (𝑦) = exp
(
1 − 𝑒𝑦 ln 2/Δ 𝑓

Υ

) (
ln 2
ΥΔ 𝑓

𝑒𝑦 ln 2/Δ 𝑓

)
. (18)

The expression (18) is the distribution of rate achievable on
a Rayleigh distributed subcarrier for a given SINR𝑢𝑠𝑏 (𝑡), Υ.
Thus, the mean rate achievable on a subcarrier for a given Υ

can be calculated as

𝑟𝑢𝑠𝑏 (𝑡) =
∫ ∞

0
𝑟𝑢𝑠𝑏 (Υ) 𝑓𝑌 (𝑟)𝑑𝑟 =

−Δ 𝑓
ln 2

exp
(

1
Υ

)
Ei

(
−1
Υ

)
(19)

where Ei(·) is the exponential integral function obtained from
[32]. The corresponding average achievable net rate to user 𝑢
over the subcarriers assigned to it at time slot 𝑡 is

𝑟𝑢𝑏 (𝑡) =
𝑆∑︁
𝑠=1

𝜋𝑢𝑠𝑏 (𝑡)𝑟𝑢𝑠𝑏 (𝑡). (20)

Further, the time average of rates achievable for a user 𝑢 at
an hour 𝑡ℎ is obtained as

𝑟𝑢𝑏 (𝑡ℎ) =

∑𝑇
𝑡=0

(∑𝑆
𝑠=1 𝜋𝑢𝑠𝑏 (𝑡)

∫ ∞
0 𝑟𝑢𝑠𝑏 (Υ) 𝑓𝑌 (𝑟)𝑑𝑟

)
𝑇

(21)

where 𝑇 is the total number of time slots considered over
an hour duration. The expression (21) gives the average rate
achievable by a user over its assigned subcarriers. Next, we
discuss the optimum power allocation on each user’s assigned
subcarrier and the computation of BS downlink transmit level
in the following sub-section.

C. Optimum power allocation

Expression (13) obtained from the queuing analysis in
Section III-A represents the rate required by a user 𝑢 when
associated with BS 𝑏 to meet its QoS guarantee. Equating the
physical layer rate with (13) in a particular time slot, we get
𝑆∑︁
𝑠=1
𝜋𝑢𝑠𝑏Δ 𝑓 log2

(
1 + 𝑃𝑢𝑠𝑏 (𝑡)𝑔𝑢𝑠𝑏

𝑑2
𝑢𝑏
𝜎2 + ∑

𝑏′∈𝐵 𝑃𝑢′𝑠𝑏′ (𝑡)𝑔𝑢′𝑠𝑏′𝑑−2
𝑢′𝑏′

)
≥ 𝑁𝑏𝑖𝑡𝑠

𝑇 𝑓

max
{
(^ − E{𝑎𝑢 (𝑡ℎ)}𝜏𝑡𝑤) ,

(
^′ − 𝑃𝑝𝑙𝑒𝑟E{𝑎𝑢 (𝑡ℎ)}𝑡𝑤

)}
.

(22)
To calculate the optimum power required by a single sub-

carrier at a given time slot 𝑡, we use the fact that the physical

layer rate achievable on a single subcarrier should be at most
equal to the rate required to meet the QoS requirements, i.e.,

Δ 𝑓 log2

(
1 + 𝑃𝑢𝑠𝑏 (𝑡)𝑔𝑢𝑠𝑏

𝑑2
𝑢𝑏
𝜎2 + ∑

𝑏′∈𝐵 𝑃𝑢′𝑠𝑏′ (𝑡)𝑔𝑢′𝑠𝑏′𝑑−2
𝑢′𝑏′

)
≤ 𝑁𝑏𝑖𝑡𝑠

𝑇 𝑓

max
{
(^ − E{𝑎𝑢 (𝑡ℎ)}𝜏𝑡𝑤) ,

(
^′ − 𝑃𝑝𝑙𝑒𝑟E{𝑎𝑢 (𝑡ℎ)}𝑡𝑤

)}
.

(23)
Hence we have

P

(
Δ 𝑓 log2

(
1 + 𝑃𝑢𝑠𝑏 (𝑡)𝑔𝑢𝑠𝑏

𝑑2
𝑢𝑏

𝜎2+∑𝑏′∈𝐵 𝑃𝑢′𝑠𝑏′ (𝑡)𝑔𝑢′𝑠𝑏′𝑑−2
𝑢′𝑏′

)
≤ 𝑟𝑢𝑏 (𝑡ℎ)

)
≥ 𝑝0

or, P
©«𝑔𝑢𝑠𝑏 ≤

(
2
𝑟𝑢𝑏 (𝑡ℎ )

Δ 𝑓
−1

)
(𝑑2

𝑢𝑏
𝜎2+∑𝑏′∈𝐵 𝑃𝑢′𝑠𝑏′ (𝑡)𝑔𝑢′𝑠𝑏′𝑑−2

𝑢′𝑏′)
𝑃𝑢𝑠𝑏

ª®®®¬ ≥ 𝑝0.

(24)
where 𝑝0 is the probability associated with channel in-

version used. Since the channel gains are exponentially dis-
tributed with unit mean, the equation (24) can be further
solved as

1 − exp
©«−

(
2
𝑟𝑢𝑏 (𝑡ℎ )

Δ 𝑓
−1

)
(𝑑2

𝑢𝑏
𝜎2+∑𝑏′∈𝐵 𝑃𝑢′𝑠𝑏′ (𝑡)𝑔𝑢′𝑠𝑏′𝑑−2

𝑢′𝑏′)
𝑃𝑢𝑠𝑏

ª®®®¬ ≥ 𝑝0.

Thus it follows that,

𝑃𝑢𝑠𝑏 (𝑡) ≥

(
1 − 2

𝑟𝑢𝑏 (𝑡ℎ )
Δ 𝑓

) (
𝑑2
𝑢𝑏
𝜎2 + ∑

𝑏′∈𝐵 𝑃𝑢′𝑠𝑏′ (𝑡)𝑔𝑢′𝑠𝑏′𝑑−2
𝑢′𝑏′

)
ln(1 − 𝑝0)

.

(25)
Expression (25) represents a lower bound for the minimum
power which has to be allocated to a subcarrier 𝑠 for user 𝑢
when associated with BS 𝑏 to meet its QoS guarantee. Further,
the net power allocated to a user over all the subcarriers allot-
ted to it is given as, 𝑃𝑢𝑏 (𝑡) =

∑𝑆
𝑠=1 𝜋𝑢𝑠𝑏 (𝑡)𝑃𝑢𝑠𝑏 (𝑡). Therefore,

the net downlink power level required to be allocated to all
the users for satisfying their individual QoS requirements in
time slot 𝑡 is given as

𝑃𝑏 (𝑡) =
𝑁𝑏 (𝑡ℎ)∑︁
𝑢=1

𝑃𝑢𝑏 (𝑡) ≤ 𝑃𝑚𝑎𝑥 . (26)

Finally, the average downlink transmit power level over an
hour will be then calculated as

𝑃𝑏 (𝑡ℎ) =
∑𝑇

𝑡=1 𝑃𝑏 (𝑡)
𝑇

≤ 𝑃𝑚𝑎𝑥 . (27)

It can be noted that (26) ensures that 𝑃𝑢𝑠𝑏 (𝑡) is allocated
such that it satisfies the peak-power constraint mandated by
the federal communications commission (FCC). Now, that we
have defined the user QoS requirement and have performed
the resource allocation, we will reformulate the earlier uncon-
strained optimization problem (2) in the following section.

IV. PROPOSED STRATEGY FOR REVENUE MAXIMIZATION

We aim to maximize the annual revenue earned by the net-
work operator as a function of the number of users associated
with the network and the BS downlink transmit power. We
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start with a detailed introduction to calculating the cost metrics
introduced in Section II-B.

A. Revenue maximization problem formulation

1) CAPEX: We define CAPEX as the investments borne
by the operator for dimensioning the BSs. Considering
the unit cost of PV panels 𝐶𝑆 having a life expectancy
L𝑆 and unit cost of storage batteries 𝐶𝐵 having a life
expectancy L𝐵, CAPEX is computed as

CAPEX =
𝐶𝑆𝑁𝑆

L𝑆

+ 𝐶𝐵𝐵𝐵𝑎𝑡𝑡

L𝐵

. (28)

Life expectancy of a solar panel is typically constant
(L𝑆 = 25 years [33]), whereas lifetime of storage battery
is dependent on the number cycles it operates [8]. L𝐵 is
computed using the framework in [8], which accounts
for the number of cycles, operating temperature 𝑇𝑐 (in
Celsius), and depth of discharge 𝛿.

2) OPEX: We define OPEX as the dynamic costs incurred
during the BS operations. Since we are doing an annual
cost analysis, we assume that no component replacement
costs will be incurred. Hence, only the cost of buying
unit energy

(
𝑐𝑏𝑢𝑦 = USD 0.079$

)
[34] from the grid to

meet the deficient energy requirements is considered to
be OPEX, which is further calculated as

OPEX =

365∑︁
𝑑=1

𝐵∑︁
𝑏=1

24∑︁
𝑡ℎ=1

𝑐𝑏𝑢𝑦𝐸
𝑑
𝑏 (𝑡ℎ)

=

365∑︁
𝑑=1

𝐵∑︁
𝑏=1

24∑︁
𝑡ℎ=1

𝑐𝑏𝑢𝑦 (𝛽𝑐𝑟 − 𝛽𝑏 (𝑡ℎ)).
(29)

3) Rsell: The operator can earn revenue from two main
sources: serving users and selling excess energy back to
grid. If (𝑐𝑠𝑒𝑙𝑙 = USD 0.057$) [35] be the cost of selling
unit energy back to grid, then revenue earned by selling

excess energy is computed as

𝑅𝑠𝑒𝑙𝑙 =

365∑︁
𝑑=1

𝐵∑︁
𝑏=1

24∑︁
𝑡ℎ=1

𝑐𝑠𝑒𝑙𝑙𝐸
𝑆
𝑏 (𝑡ℎ)

=

365∑︁
𝑑=1

𝐵∑︁
𝑏=1

24∑︁
𝑡ℎ=1

𝑐𝑠𝑒𝑙𝑙 (𝛽𝑏 (𝑡ℎ) − 𝛽𝑚𝑎𝑥).
(30)

4) Rserv: If 𝑐𝑠𝑒𝑟𝑣 = USD 1.31$ [36] is the daily revenue
earned by serving a user, then

𝑅𝑠𝑒𝑟𝑣 =

365∑︁
𝑑=1

𝐵∑︁
𝑏=1

24∑︁
𝑡ℎ=1

𝑐𝑠𝑒𝑟𝑣𝑁𝑏 (𝑡ℎ) (31)

is calculated in accordance with the number of users
served annually throughout the network.
Finally, the net annual profit or revenue earned by the
network operator is calculated as Revenue = 𝑅𝑠𝑒𝑟𝑣 +
𝑅𝑠𝑒𝑙𝑙 − CAPEX − OPEX.

The unconstrained optimization problem in (2) now be-
comes a constrained optimization problem due to the derived
QoS and power allocation constraints. The reformulated ex-
pression for revenue by incorporating the metric definitions
and on further solving using (1) for an annual analysis comes
to be

Revenue =

365∑︁
𝑑=1

𝐵∑︁
𝑏=1

24∑︁
𝑡ℎ=1

[𝑐𝑠𝑒𝑟𝑣𝑁𝑏 (𝑡ℎ) + (𝑐𝑠𝑒𝑙𝑙 + 𝑐𝑏𝑢𝑦) (𝛽𝑏 (𝑡ℎ − 1)

+ 𝐻𝑏 (𝑡ℎ) − 𝑃0 − 𝑃𝑏 (𝑡ℎ)) − 𝑐𝑠𝑒𝑙𝑙𝛽𝑚𝑎𝑥 − 𝑐𝑏𝑢𝑦𝛽𝑐𝑟 ] − (𝐶𝑆𝑁𝑆 + 𝐶𝐵𝑁𝐵𝑎𝑡𝑡 ) .
(32)

From (32) we observe that except 𝑁𝑏 (𝑡ℎ) and
𝑃𝑏 (𝑡ℎ), all the other variables are constants at the hour
𝑡ℎ, denoted by b (𝑡ℎ). Constraining (32) by the BS
downlink transmit power level constraint (27) and the
QoS rate requirement (13), the reformulated constrained
revenue maximization problem can be expressed as

max
𝑁𝑏 (𝑡ℎ) ,𝑃𝑏 (𝑡ℎ)

365∑︁
𝑑=1

𝐵∑︁
𝑏=1

24∑︁
𝑡ℎ=1

[
𝑐𝑠𝑒𝑟𝑣𝑁𝑏 (𝑡ℎ) − 𝑃𝑏 (𝑡ℎ) (𝑐𝑠𝑒𝑙𝑙 + 𝑐𝑏𝑢𝑦) + b (𝑡ℎ)

]
− (𝐶𝑆𝑁𝑆 + 𝐶𝐵𝑁𝐵𝑎𝑡𝑡 ) (33)

s.t. 0 ≤ 𝑃𝑏 (𝑡ℎ) ≤ 𝑃𝑚𝑎𝑥 ∈ R+ (34)
𝑁𝑏 (𝑡ℎ) ≥ 0 ∈ Z+ (35)

𝑁𝑏 (𝑡ℎ) := {𝑢 : 𝑟𝑢𝑏 (𝑡ℎ) ≥
𝑁𝑏𝑖𝑡𝑠

𝑇 𝑓

max
{
(^ − E{𝑎𝑢 (𝑡ℎ)}𝜏𝑡𝑤) ,

(
^′ − 𝑃𝑝𝑙𝑒𝑟E{𝑎𝑢 (𝑡ℎ)}𝑡𝑤

)}
}. (36)

Here (36) is not a constraint on the optimization problem,
but is rather implicitly defined for completeness to show the
fulfillment of the rate guarantee of a user service.

The formulated problem is observed to have two decision
variables 𝑁𝑏 (𝑡ℎ) and 𝑃𝑏 (𝑡ℎ) for each BS at each hour. Hence
the revenue maximization problem (33) jointly allocates sub-
carrier and power to the users associated with the BSs and
further computes the revenue earned by the operator. The
variable 𝑁𝑏 (𝑡ℎ) will always lie in positive integer space Z+,
while 𝑃𝑏 (𝑡ℎ) can lie in the positive real space R+. Thus the
formulated revenue maximization problem being a mixed-

integer non-convex programming problem is non-deterministic
polynomial time (NP)-hard in nature. As problem (33) is not
mathematically tractable further without relaxing the problem
and constraints, we have algorithmically obtained solution
of the problem. The revenue computation strategy has been
decoupled into two parts. The first part involves computation
of the hourly user association at each BS 𝑁𝑏 (𝑡ℎ) using the
conventional WCA and the proposed CCA model. The second
part deals with hourly allocation of energy 𝑃𝑏 (𝑡ℎ) based on
the battery levels of each BS using the green energy allocation
algorithm.
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B. Network operation strategies

In this sub-section we discuss the distinct network operation
and green-energy allocation strategies employed.

1) Conventional: Without coverage adjustment (WCA)
strategy

As the cellular network is subjected to skewed traffic of
varying degrees, the spatio-temporal variation of user traffic
results in some BSs getting more user traffic density than
others. In such a scenario, the network operator can operate the
network with two distinct strategies: the conventional WCA
model and the proposed CCA model. The primary objective of
the network is to guarantee QoS to the users 𝑢 ∈ 𝑁𝑏 (𝑡ℎ) ∀ 𝑏 ∈
𝐵 associated with the respective BSs. The conventional WCA
model involves operating a cellular network without having
the flexibility to change the cellular radius of the BSs and
is presented in Algorithm 2. The BSs which are subjected to
skewed traffic at that hour, look to shrink their coverage areas
so as to meet the peak power constraint (27) and serve as
many users as possible.

The conventional WCA model presented in Algorithm 2
returns, the number of users who are unable to be served
𝑈𝑛𝑠𝑏 (𝑡ℎ) by BS 𝑏 at hour 𝑡ℎ, the modified BSs coverage
radius 𝑅𝑛

𝑏
(𝑡ℎ), the BS transmit power levels 𝑃𝑏 (𝑡ℎ), and the

new hourly number of users being served 𝑁𝑛
𝑏
(𝑡ℎ) by BS 𝑏 as

output. The model initially computes the transmit power level
at each BS depending on the skewed traffic it is subjected to
in Step 5. If the peak power constraint is found to be violated
at any BS (Step 6), then the BS decrements its radius by 𝜖 ,
which represents the cell coverage decrement parameter. (Step
8). The RNC keeps track of the change of radius Δ𝑅𝑏 (𝑡ℎ)
in Step 9. The new reduced number of users being served
𝑁𝑛
𝑏
(𝑡ℎ) are computed at each iteration, and the transmit power

constraint is checked recursively in Step 14. The worst-case
time complexity of the conventional WCA model is observed
to be O ( 𝑓𝑊𝐶𝐴 × 𝐵 × Λ), where 𝑓𝑊𝐶𝐴 denotes the iterations
performed by the WCA algorithm on a daily basis. The values
of Λ depends on the traffic skewness level considered and is
reproduced in Table II. Λ denotes the maximum number of
iterations required for the algorithm to converge to the peak
power constraint.

The conventional WCA algorithm is observed to be poor
in addressing the traffic-energy imbalance across the network
especially at higher skewed traffic levels, resulting in some
BS’s being energy-deficient or having surplus energy at dif-
ferent hours throughout the day. This leads to lot of energy
with the BSs going unused, which otherwise could have been
used to improve the network performance. It is observed
that this poor handling of traffic-energy imbalance leads to
serving lower number of users on average and a significant
loss of revenue, which will be discussed later in Section V. We
address this traffic-energy imbalance and improve the network
performance using our proposed coverage-based algorithm.

2) Proposed: Cooperative coverage adjustment (CCA)
strategy

To cater to the shortcomings of the conventional WCA
model, we propose a cooperative coverage adjustment based

Algorithm 2: Without coverage adjustment (WCA)
based strategy

Result: 𝑈𝑛𝑠𝑏 (𝑡ℎ) , 𝑃𝑏 (𝑡ℎ) , 𝑅𝑛
𝑏
(𝑡ℎ) , 𝑁𝑛

𝑏
(𝑡ℎ)

1 Input: 𝐵, U, 𝐵𝑊, 𝜎2, 𝑝0, 𝑅𝑑𝑒𝑠 = 𝑅𝑏 (𝑡ℎ) , 𝜌𝑏 (𝑡ℎ) , 𝑃𝑚𝑎𝑥 , 𝜖

2 Initialize: 𝜌𝑛
𝑏
(𝑡ℎ) = 𝜌𝑏 (𝑡ℎ) , 𝑁𝑛

𝑏
(𝑡ℎ) = 𝑁𝑏 (𝑡ℎ) , 𝑅𝑛

𝑏
(𝑡ℎ) =

𝑅𝑏 (𝑡ℎ) ,𝑈𝑛𝑠𝑏 (𝑡ℎ) = 0, Δ𝑅𝑏 (𝑡ℎ) = 0
3 for 𝑡ℎ = {1, 2, · · · , 24} do
4 for 𝑏 = {1, 2, · · · , 𝐵} do
5 Obtain 𝑃𝑏 (𝑡ℎ) for given 𝜌𝑏 (𝑡ℎ) & 𝑅𝑏 (𝑡ℎ)
6 if 𝑃𝑏 (𝑡ℎ) ≥ 𝑃𝑚𝑎𝑥 then
7 while 𝑃𝑏 (𝑡ℎ) ≥ 𝑃𝑚𝑎𝑥 do
8 𝑅𝑛

𝑏
(𝑡ℎ) = 𝑅𝑛

𝑏
(𝑡ℎ) − 𝜖

9 Δ𝑅𝑏 (𝑡ℎ) = 𝑅𝑏 (𝑡ℎ) − 𝑅𝑛
𝑏
(𝑡ℎ)

10 update 𝑁𝑏 (𝑡ℎ)
11 𝜌𝑛

𝑏
(𝑡ℎ) = 𝑁𝑏 (𝑡ℎ)/U

12 𝑁𝑛
𝑏
(𝑡ℎ) = 𝑁𝜌𝑛

𝑏
(𝑡ℎ)

13 𝑈𝑛𝑠𝑏 (𝑡ℎ) = 𝑁𝑏 (𝑡ℎ) − 𝑁𝑛
𝑏
(𝑡ℎ)

14 Calculate 𝑃𝑏 (𝑡ℎ) till false
15 end
16 else
17 parameters remain unchanged
18 end
19 end
20 end

model. The RNC is a physical entity connected with all the
networked BSs via backhaul links. At each hour the BSs send
network information, such as, user density and BS battery
level, to the RNC via special control signals. The proposed
CCA model involves the RNC in adjusting the cell coverage
areas of the BSs based on the network information, so as to
address the traffic-energy imbalance in the network.

The proposed CCA based model follows the conventional
WCA model and is presented in Algorithm 3. The CCA model
also returns the number of users who are unable to be served
𝑈𝑛𝑠𝑏 (𝑡ℎ) by BS 𝑏 at hour 𝑡ℎ, the modified BSs coverage
radius 𝑅𝑛

𝑏
(𝑡ℎ), the BS transmit power levels 𝑃𝑏 (𝑡ℎ), and the

new hourly number of users being served 𝑁𝑛
𝑏
(𝑡ℎ) by BS 𝑏 as

output.

A scenario may arise in the WCA model with a BS 𝑏

being unable to serve all its associated users (Step 4) in an
hour 𝑡ℎ due to the skewed traffic. In that case the adjacent
BSs

(
𝑤 ∈ adj𝑏

)
to BS 𝑏, being energy-surplus and low on

traffic expand their coverage area by 𝜖 (Step 9) and try
to accommodate the users being unserved 𝑈𝑛𝑠𝑏 (𝑡ℎ) by BS
𝑏. Here adj𝑏 denotes an adjacent matrix comprising of the
indices of the adjacent BSs (𝑤 ∈ adj𝑏) to each BS 𝑏. The
users accommodated by the neighboring BS 𝑤 is stored in
served𝑤 (𝑡ℎ) (Step 12), and the modified number of users being
served by adjacent BS 𝑤, 𝑁𝑛

𝑤 (𝑡ℎ) is computed in Step 13.
The users 𝑢 ∈ 𝑈𝑛𝑠𝑏 (𝑡ℎ) are associated with a BS 𝑤 ∈ 𝑎𝑑𝑗𝑏
from which it receives the best signal interference to noise
ratio. It is notable that the adjacent BSs are also constrained
by the peak power constraint (27). The network users still left
unserved even after the proposed CCA are stored 𝑈𝑛𝑠𝑏 (𝑡ℎ) in
Step 23. Denoting 𝑓𝐶𝐶𝐴 as the per-day frequency of coverage
adjustment, the worst case time complexity for the proposed
CCA model comes to be O

(
𝑓𝐶𝐶𝐴 × 𝐵2 × Λ

)
, with value of

Λ for various traffic skewness given in Table II. The default
value of 𝑓𝐶𝐶𝐴 for the proposed CCA model is 24 (i.e., it is
done on an hourly basis). The values of 𝑓𝐶𝐶𝐴 have been varied
to observe the effect of the operator’s revenue on frequency
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Algorithm 3: Cooperative coverage adjustment (CCA)
based strategy

Result: 𝑈𝑛𝑠𝑏 (𝑡ℎ) , 𝑃𝑏 (𝑡ℎ) , 𝑅𝑛
𝑏
(𝑡ℎ) , 𝑁𝑛

𝑏
(𝑡ℎ)

1 After the WCA algorithm (Algorithm 2)
2 for 𝑡ℎ ∈ 𝑓𝐶𝐶𝐴 do
3 for 𝑏 = {1, 2, · · · , 𝐵} do
4 if 𝑈𝑛𝑠𝑏 (𝑡ℎ)! = 0 then
5 for 𝑤 = {1, 2, · · · , 𝐵} do
6 if 𝑤 ∈ adj𝑏 then
7 while 𝑃𝑤 (𝑡ℎ) ≤ 𝑃𝑚𝑎𝑥 do
8 if Δ𝑅𝑤 (𝑡ℎ) ≤ Δ𝑅𝑏 (𝑡ℎ) then
9 𝑅𝑛

𝑤 (𝑡ℎ) = 𝑅𝑛
𝑤 (𝑡ℎ) + 𝜖

10 Δ𝑅𝑤 (𝑡ℎ) = 𝑅𝑛
𝑤 (𝑡ℎ) − 𝑅𝑤 (𝑡ℎ)

11 update 𝑁𝑏 (𝑡ℎ) and get 𝜌𝑏 (𝑡ℎ)
12 update 𝑠𝑒𝑟𝑣𝑒𝑑𝑤 (𝑡ℎ)
13 𝑁𝑛

𝑤 (𝑡ℎ) = 𝑁𝑤 (𝑡ℎ) + 𝑠𝑒𝑟𝑣𝑒𝑑𝑤 (𝑡ℎ)
further 𝜌𝑛𝑤 (𝑡ℎ) = 𝑁𝑛

𝑤 (𝑡ℎ)/U
14 Calculate 𝑃𝑤 (𝑡ℎ) till false
15 else
16 exit
17 end
18 end
19 else
20 parameters unchanged
21 end
22 end
23 𝑈𝑛𝑠𝑏 (𝑡ℎ) =𝑈𝑛𝑠𝑏 (𝑡ℎ) −

∑
𝑤 𝑠𝑒𝑟𝑣𝑒𝑑𝑤 (𝑡ℎ)

24 else
25 parameters unchanged
26 end
27 end
28 end

Table II: Iterations needed to converge at various traffic skewness levels

Traffic skewness levels −→ 17% 30% 50% 60% 70% 80%
WCA strategy 5 76 103 125 142 155
CCA strategy 7 81 111 127 144 160

of coverage adjustment.
From both the conventional WCA and the proposed CCA

models, we obtain the number of users 𝑁𝑛
𝑏
(𝑡ℎ) being served

by BS 𝑏 at hour 𝑡ℎ for a given traffic skewness level. The
value 𝑁𝑛

𝑏
(𝑡ℎ) is also the algorithmic solution for the optimum

number users being hourly served by the BSs in the formulated
revenue maximization problem (33) and is used to compute
the value of 𝑅𝑠𝑒𝑟𝑣 . The BSs transmit power levels 𝑃𝑏 (𝑡ℎ)
obtained from the conventional WCA and proposed CCA
model is used to compute the net energy consumed by BS
𝑏 at hour 𝑡ℎ, given by 𝐸𝑏 (𝑡ℎ) = (𝑃0 + 𝑃𝑏 (𝑡ℎ)). 𝐸𝑏 (𝑡ℎ) will
be further used to compute the amount of surplus or deficient
energy required by the operator, as discussed in the following
sub-section.

C. Green energy allocation

After fixing the load on BSs using the WCA or CCA
algorithm, we calculate the optimal energy demand, i.e., the
corresponding excess energy that can be sold, or insufficient
energy to generate OPEX. The hourly net energy consumed
𝐸𝑏 (𝑡ℎ) by the BS 𝑏 is used along with the hourly energy har-
vested 𝐻𝑏 (𝑡ℎ) to compute the hourly amount of excess 𝐸𝑆

𝑏
(𝑡ℎ)

or deficient 𝐸𝑑
𝑏
(𝑡ℎ) energy. These algorithmically computed

energy values, 𝐸𝑆
𝑏

=
∑24

𝑡ℎ=1 𝐸
𝑆
𝑏
(𝑡ℎ) and 𝐸𝑑

𝑏
=

∑24
𝑡ℎ=1 𝐸

𝑑
𝑏
(𝑡ℎ),

are used to calculate 𝑅𝑠𝑒𝑙𝑙 and OPEX discussed earlier in
Section IV-A.

The green energy allocation algorithm is presented in Al-

Algorithm 4: Green energy allocation
Result: 𝐸𝑑

𝑏
, 𝐸𝑆

𝑏
1 Input: 𝐻𝑏 (𝑡ℎ) , 𝛽𝑐𝑟 , 𝛽𝑚𝑎𝑥 , 𝐸𝑏 (𝑡ℎ)
2 Initialize: 𝛽𝑏

𝑖𝑛𝑖
, 𝐸𝑆

𝑏
= 0, 𝐸𝑑

𝑏
= 0, 𝛽𝑏 (𝑡ℎ) = 0, 𝑡ℎ = 1

3 for b = {1, 2, · · · , 𝐵} do
4 𝐸𝑏𝑢𝑑

𝑏
= 𝛽𝑖𝑛𝑖

𝑏
− 𝛽𝑐𝑟 + ∑24

𝑡ℎ=1 𝐻𝑏 (𝑡ℎ)
5 for 𝑡ℎ = {1, 2, · · · , 24} do
6 𝛽𝑏 (𝑡ℎ) = 𝛽𝑏 (𝑡ℎ − 1) + 𝐻𝑏 (𝑡ℎ) − 𝐸𝑏 (𝑡ℎ)
7 if 𝛽𝑏 (𝑡ℎ) ≥ 𝛽𝑚𝑎𝑥 then
8 𝐸𝑆

𝑏
= 𝐸𝑆

𝑏
+ 𝛽𝑏 (𝑡ℎ) − 𝛽𝑚𝑎𝑥 and 𝛽𝑏 (𝑡ℎ) = 𝛽𝑚𝑎𝑥

9 else if 𝛽𝑏 (𝑡ℎ) ≤ 𝛽𝑐𝑟 then
10 𝐸𝑑

𝑏
= 𝐸𝑑

𝑏
+ 𝛽𝑐𝑟 − 𝛽𝑏 (𝑡ℎ) and 𝛽𝑏 (𝑡ℎ) = 𝛽𝑐𝑟

11 else
12 𝛽𝑏 (𝑡ℎ) = 𝛽𝑏 (𝑡ℎ)
13 end
14 end
15 𝐸𝑏𝑢𝑑

𝑏
= 𝐸𝑏𝑢𝑑

𝑏
− 𝐸𝑆

𝑏
16 for 𝑡ℎ = {1, 2, · · · , 24} do
17 𝐸𝑎𝑙𝑐

𝑏
(𝑡ℎ) = 𝐸𝑏𝑢𝑑

𝑏

𝐸𝑏 (𝑡ℎ )∑24
𝑡ℎ=0 𝐸𝑏 (𝑡ℎ )

18 end
19 end

gorithm 4, where energy is allocated hourly to a BS 𝑏 by
its battery storage in accordance with the net hourly energy
consumed 𝐸𝑏 (𝑡ℎ) and the hourly energy harvested 𝐻𝑏 (𝑡ℎ).
Algorithm 4 returns the amount of energy which needs to be
bought for BS 𝑏 from the power-grid to avoid energy outage,
𝐸𝑑
𝑏

and the amount of energy which can be sold by BS 𝑏 back
to the power-grid, 𝐸𝑆

𝑏
.

The net green energy budget with BS 𝑏 at the beginning
of the day 𝐸𝑏𝑢𝑑

𝑏
is given in Step 4, with 𝛽𝑖𝑛𝑖

𝑏
being the initial

battery level chosen randomly for each BS. The amount of
surplus energy which can be sold back to the power-grid is
calculated from Step 8, and the amount of deficient energy
which needs to be purchased from the power-grid is calculated
in Step 10. Finally, the energy being allocated to the BS in
any hour is given in Step 17. In the following section we
discuss the results obtained along with our observations and
inferences.

V. RESULTS AND DISCUSSION

For simulation purpose and generation of results we con-
sider the area under observation 𝐴 = 1km2 to be covered by
six single operator BSs having _𝑢 = 1800. The dual powered
BSs are enabled with 12 unit rated solar panels and 18 storage
batteries in total. The corresponding CAPEX for the assumed
solar dimensioning is computed to be 6998 USD. The system
bandwidth 𝐵𝑊 is assumed to be 10 MHz with 512 subcarriers.

The values of parameters used in our analysis are as
follows: AWGN noise variance 𝜎2 = −150 dBm/Hz, 𝑃𝑚𝑎𝑥 =

40W, 𝛿 = 0.3, 𝑇𝑐 = 27◦𝐶 buffer length 𝐵𝑄 = 100 packets,
𝑇 𝑓 = 10 TTI, 𝑇 = 20000 time slots, 𝑡𝑤 = 2𝑇 𝑓 , 𝑝0 = 0.9,
𝑃0 = 118.7 W, 𝜖 = 0.001, 𝐶𝑆 = USD 1300$ [37],
𝐶𝐵 = USD 216$ [38], [ = 50% and, 𝑁𝑏𝑖𝑡𝑠 = 100 bits/packet.
We demonstrate the effects of traffic-energy imbalance on
the user service and operator’s revenue, when operating the
dual-powered network through the conventional WCA and the
proposed CCA strategies.



11

4 8 12 16 20
0.26

0.28

0.3

0.32

0.34

(a) 17% traffic skewness

4 8 12 16 20
0.2

0.25

0.3

0.35

0.4

(b) 50% traffic skewness

4 8 12 16 20
0.1

0.2

0.3

0.4

0.5

(c) 80% traffic skewness
Figure 4: Cell coverage radius variation in the proposed CCA model.
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Figure 5: BS downlink transmit power variations at various traffic skewness levels.

A. Coverage radius and power variation

In this sub-section, we capture the effects of cooperative cell
coverage adjustment through the proposed CCA approach on
network performance in terms of user service.

We begin by demonstrating through Figs. 4(a) - 4(c), the BS
cell radius variation observed under varying traffic skewness
levels with the proposed CCA model. Adaptive cellular cov-
erage in the proposed CCA model has been captured in terms
of the mean and variance of the coverage radius variation.
These trends are shown at all the considered traffic skewness
levels in Table III. Fig. 4(a) shows the variation of cell radius
when the BSs are subject to an average 17% traffic skewness.
It is observed that the maximum mean and variance of the
radius variation are 5 × 10−4 and 2 × 10−6 respectively at
17% skewed traffic skewness. When subjected to 80% traffic
skewness (Fig. 4(c)), these values increase up to 0.0584 and
0.0078, respectively.

These results demonstrate the effective ways of network
coverage level cooperation in the proposed CCA approach,
resulting in much improved service guarantee to the users
(Table III). In particular from Table III it is inferred that, while
the network performance in terms of serving users degrades
with increasing traffic skewness, the proposed CCA model
increasingly outperforms the conventional WCA at higher
traffic skewness levels. For instance, at 17% traffic skewness,
both the conventional WCA and the proposed CCA are able
to serve approximately 97% of the users on average. However,
at a very high traffic skewness (80%), the conventional WCA
model serves on average 70.61% of users, while the proposed
CCA model serves 94.74% of the users in the network, thus

offering a 25% gain.

Remark 1. It can be clearly inferred that cell radius variation
is more pronounced at higher traffic skewness levels, while
lower traffic skewness levels undergo minor radius variations.

Figs. 5(a) through 5(d) show the transmit power usage
variation with the conventional WCA and the proposed CCA
model when the network is subjected to two extreme traffic
skewness levels. Figs. 5(a) and 5(b) show that, when the traffic
across the BSs are homogeneously distributed, WCA and
the CCA models distribute radiated power almost identically.
However, at a much higher traffic skewness, radiated power
in the proposed CCA model is more distributed across the
different BSs (Fig. 5(d)). In contrast, in the conventional WCA
model, the lightly loaded BSs (BS1, BS5, and BS6) have
nearly zero power radiation, whereas the highly loaded BSs
(BS2, BS3, and BS4) radiate almost full power (Fig. 5(c)).
As it will be presented later in Fig. 7(b), the resultant revenue
earned by selling surplus power in the proposed CCA model
is lesser than that in the WCA approach.

Remark 2. We infer that, when the network operates via
the WCA mode, the traffic-energy imbalance increases with
increasing traffic skewness and degrades the network perfor-
mance in terms of user service. We observe that the effects
of traffic-energy imbalance can be mitigated at cellular level
via the proposed CCA model, which improves the network
performance significantly.

B. QoS performance

In this sub-section, we discuss the variation in user QoS
with respect to PLER when subjected to varying traffic skew-
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Table III: Effect of cell coverage with the CCA strategy
Traffic skewness levels −→ 17% 30% 50% 60% 70% 80%
Maximum mean of radius variations (km) 5 × 10−4 0.0212 0.0309 0.0477 0.0568 0.0584
Maximum variance of radius variations (km) 2 × 10−6 9.93 × 10−4 0.0032 0.0035 0.0052 0.0078
Fraction of users served without CCA 97.12% 93.44% 86.59% 81.77% 76.38% 70.61%
Fraction of users served with CCA 97.17% 95.29% 95.82% 94.95% 95.71% 94.74%
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Figure 6: (a) - (b) PLER variation in DC and DT traffic at 30% traffic skewness without CCA and with CCA respectively, (c) - (d) PLER variation in DC
and DT traffic at 80% traffic skewness without CCA and with CCA respectively.

ness. The 3GPP defined QoS specifications are given in Table
I. Fig. 6 illustrates the variation of average PLER with respect
to the average traffic arrival rate when the network is operated
with the conventional WCA and with the proposed CCA
model, in the presence of heterogeneous traffic. Through these
plots we also verify the accuracy of the analytical modeling of
PLER performance with respect to the simulation performance
results. A good match is observed between the analytically
obtained results and the simulated values. It is observed that
the analytically obtained PLER performance is marginally
poorer than that from the simulation. This difference is more
prominent at higher traffic arrival rates. This is because, in
the analysis, if the average delay of the packets exceeds the
maximum delay upper bound, the entire set of packets in
that window is dropped. On the contrary, in simulations, only
the individual packets exceeding the delay upper bound are
dropped. The effect of analytical approximation is poorer at
higher traffic intensity because the system tends to operate
at its limiting capacity. The corresponding root mean squared
error (RMSE) values between the analytical and simulated
values have also been computed.

Figs. 6(a) and 6(b) illustrate the PLER variation with respect
to the average traffic arrival rate in the network for the delay-
constrained and delay-tolerant traffic at 30% traffic skewness.
Similarly, Figs. 6(c) and 6(d) showcase the PLER variation
with respect to the average traffic arrival rate for both the
traffic classes at 80% traffic skewness. It is inferred that PLER
violation increases with increasing user traffic skewness and
is more pronounced in the conventional WCA model. For
instance, in the conventional WCA approach, analytical PLER
for the delay-constrained traffic, rises to 1.32 × 10−2 at 30%
traffic skewness in Fig. 6(a) and touches 2.95 × 10−2 at 80%
traffic skewness in Fig. 6(c). The corresponding root mean
squared error (RMSE) obtained between the analytical and
simulated PLER values are 4.62 × 10−4 and 7.09 × 10−4,
respectively. When the network is operated with the proposed
CCA model, these values reduce to about 1.12 × 10−2 in

Fig. 6(a) and 2.45 × 10−2 in Fig. 6(c). The corresponding
RMSE values between the analytical and simulated values are
6.34 × 10−4 and 6.45 × 10−4, respectively.

Remark 3. It is inferred from these QoS plots, that the con-
ventional WCA approach is prone to QoS guarantee violations
while the proposed CCA approach offers significantly better
QoS guarantee to the users in the network.

C. Revenue analysis

Finally, we discuss the network performance in terms of the
revenue metrics discussed in Section IV from the operator’s
perspective. The revenue metrics along with the net profit or
revenue earned by the operator have been portrayed in Fig. 7.
The net profit captured through these results is the solution
of the formulated revenue maximization problem. The control
signaling details and the associated overhead in the proposed
CCA have not been considered in this study primarily because
the information exchange for coverage adjustment is infre-
quent, e.g., once per hour or less. Moreover, the backhaul
connectivity is typically through high capacity links, e.g.,
optical fiber connected, and hence capacity availability for
data traffic exchange may not be affected by the additional
infrequent coverage adjustment message exchanges.

Fig. 7(a) shows the operator’s revenue earned by serving
users (𝑅𝑠𝑒𝑟𝑣) subject to varying levels of traffic skewness
under the considered network operation strategies. We clearly
observe that the proposed CCA model outperforms the con-
ventional WCA model in terms of revenue earned by serving
users. The corresponding gain in 𝑅𝑠𝑒𝑟𝑣 obtained with the
proposed CCA over the conventional WCA is given in Table
IV. Through this trend we observe, that the operator obtains
a gain up to 42.23% by serving users through the proposed
CCA model at extreme 80% traffic skewness as compared to
the conventional WCA.
Remark 4. It is inferred that even though the revenue earned
by the operator by serving users with either strategy decreases
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Figure 7: Annual variation of revenue metrics under various traffic skewness.

Table IV: Effects of cell coverage adjustment on the revenue metrics
Traffic skewness levels −→ 17% 30% 50% 60% 70% 80%
Gain in 𝑅𝑠𝑒𝑟𝑣 with CCA 0.06% 5.62% 21.82% 28.99% 39.33% 42.23%
Gain in 𝑅𝑠𝑒𝑙𝑙 with CCA −0.49% −4.67% −7.98% −8.45% −10.25% −11.45%
Gain in 𝑂𝑃𝐸𝑋 with CCA 0% 13.82% 23.19% 24.74% 28.40% 35.49%
Gain in net revenue with CCA 0.006% 8.21% 25.15% 30.27% 41.34% 61.31%

as traffic skewness increases, the proposed CCA model earns
consistently higher 𝑅𝑠𝑒𝑟𝑣 as compared to the WCA model.
Thus demonstrating that the proposed CCA approach gives a
better network performance in terms of serving users than the
WCA, resulting in significant revenue gains.

Fig. 7(b) shows the operator’s revenue earned through
selling excess energy (𝑅𝑠𝑒𝑙𝑙) with a given solar dimensioning.
We observe that in contrast to 𝑅𝑠𝑒𝑟𝑣 , the proposed CCA model
obtains negative gain as compared with the conventional WCA
model, as shown in Table IV. This can be justified intuitively,
as the proposed CCA model tries to incorporate the edge users
left over by the BSs affected with the skewed traffic, so as
to bear a higher traffic load to the otherwise lower traffic
experienced in the WCA model. This results in less excess
energy being sold back to the power-grid and obtaining a
negative gain up to 11.45% at 80% traffic skewness as shown
in Table IV.

Remark 5. It is inferred that in contrast to the revenue earned
by serving users 𝑅𝑠𝑒𝑟𝑣 , the conventional WCA model consis-
tently obtains higher gains for 𝑅𝑠𝑒𝑙𝑙 at all traffic skewness

levels as compared to the proposed CCA model.

Fig. 7(c) showcases the plot for the OPEX incurred by
the operator with the BSs subject to various traffic skewness
levels. The corresponding gain in OPEX with the proposed
CCA approach is shown in Table IV. We observe that the
proposed CCA model incurs a higher OPEX of up to 35.49%
at extreme 80% traffic skewness. This can be intuitively
justified as the BSs serve more users in the proposed CCA
model to address traffic imbalance. This results in a larger
traffic load on the BSs, which otherwise would have been
lightly loaded, resulting in more energy-deficient BSs and thus
incurring larger OPEX.

Remark 6. It is inferred that the proposed CCA model con-
sistently incurs higher OPEX as compared to the traditional
WCA model.

Finally, the operator’s net profit or revenue earned with
varying traffic skewness levels for both the network operation
strategies is shown in Fig. 7(d). The corresponding gain in
net profit with the proposed CCA approach is shown in Table
IV. It can be seen that the net profit is almost equal in both
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the conventional WCA as well as the proposed CCA model
for the lowest traffic skewness level of 17%. Further, it is
observed that with increasing traffic skewness, while the net
profit decreases with both strategies as seen from Fig. 7(d),
the proposed CCA model gives a consistently higher profit
value of up to 61.31% at extreme 80% traffic skewness as
compared to the traditional WCA model.

The effects of varying the daily coverage adjustment fre-
quency on the operator’s net revenue are captured in Fig. 7(e).
Since the proposed CCA model is observed to be a function of
the per-day frequency of coverage adjustment 𝑓𝐶𝐶𝐴, the rev-
enue variation is observed at different frequencies. Frequency
of coverage adjustment also captures the complexity of the
proposed CCA model. Hence, through Fig. 7(e) we portray the
effect of varying the time complexity of the proposed CCA
model on the operator revenue. 𝑓𝐶𝐶𝐴 = 24 denotes the default
hourly coverage adjustment, while 𝑓𝐶𝐶𝐴 = 48 denotes an
increased coverage adjustment frequency at every 30 minutes,
and so on.

It is observed that reducing the frequency of coverage
adjustment cycles does not affect the net revenue at 17% traffic
skewness. On the contrary, lower frequencies of coverage
adjustment result in substantial reduction of the net revenue
for all other skewed traffic scenarios. It is also observed that
the revenue at an increased coverage adjustment frequency of
𝑓𝐶𝐶𝐴 = 48, is almost equal to that with 𝑓𝐶𝐶𝐴 = 24. Thus, with
the given hourly traffic profile, the considered default hourly
coverage update frequency is noted to be nearly optimal in
terms of net revenue. It is interesting to note that while the
net revenue reduces with lowering adjustment frequency, the
revenue earned is still substantially higher than the revenue
obtained via the WCA model.

Remark 7. These results demonstrate the dominance of
revenue earned by serving users 𝑅𝑠𝑒𝑟𝑣 over other revenue
metrics. This is because, even though the proposed CCA model
leads to lower revenue through selling energy 𝑅𝑠𝑒𝑙𝑙 and incurs
higher OPEX, still the net profit earned by proposed CCA is
way higher than that earned by WCA at all traffic skewness
levels. Thus showing the importance of addressing traffic-
energy imbalance at cellular level.

VI. CONCLUSION

The paper has studied the impact of cooperative cellular
coverage adjustment on the network performance in a cellular
network with dual-powered BSs. The developed analytical
framework has captured the network performance in terms
of average number of users served and revenue earned by the
operator while fulfilling the heterogeneous QoS requirements
of the users. In the proposed approach the RNC invokes
adjustment of cell coverage areas based on traffic density and
energy availability within the individual BSs. The formulated
revenue maximization problem accounts for QoS guarantee to
users, OFDM based resource allocation, stochasticity in user
traffic, harvested energy, and the channel variations.

The proposed cellular coverage adjustment based approach
has been compared with the conventional without coverage
adjustment approach. In presence of skewed user traffic,

the conventional approach has been found relatively poorer
compared to that in the proposed coverage adjustment based
approach, in terms of average users served and the operator
revenue earned. The results demonstrate that the efficacy of
the proposed coverage adjustment model is more pronounced
with the increased skewness of traffic intensity. It is also
inferred that, while reducing the coverage adjustment fre-
quency overhead leads to substantial reduction in revenue
gain, it is still significantly higher than that obtained without
coverage adjustment. In addition to cost incentives for network
operators, the study is expected to pave the way to advance
green energy solutions in cellular communications, thereby
aiding in reduction of carbon energy footprint.
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